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Abstract—Physical Unclonable Functions (PUFs) are popular
hardware security primitives that offer lightweight authentication
for constrained devices. However, lightweight PUF-based authen-
tication often limits the number of authentications provided or
even throttle the device to prevent adversaries from collecting
enough information that could compromise the device’s security.
This work introduces a Shadow PUF design, a controlled Strong
PUF, to secure challenge-response exchanges against attackers
and allow for an unlimited generation of unique responses. The
proposed Shadow PUF design ensures security by periodically
reconfiguring its behavior. The reconfiguration bits are generated
by a static PUF primitive and are never exposed, while all au-
thentication exchanges are done using the reconfigurable Shadow
PUF. An ASIC Synthesis of the Shadow PUF demonstrates
its small implementation area requirements and low power
consumption. The security of the proposed PUF design against
modeling attacks has also been analyzed.

Index Terms—Hardware Security, Physically Unclonable Func-
tions, Lightweight Authentication, Constrained Devices.

I. INTRODUCTION

Advancements in miniaturization technologies have led to
an exponential growth in the number of resource-constrained
devices connected to the internet - resulting in the internet
of things (IoT). The number of IoT devices connected to
the internet is expected to exceed 75 billion by 2025 [1].
This increasing number of resource-constrained devices poses
severe problems for IoT networks. Due to their limitations
in utilizing conventional security techniques, IoT devices can
become weak points in deployed networks [2] as reliable and
lightweight encryption solutions are yet to be established for
IoT devices [3]. Physically unclonable functions (PUFs) are
hardware cryptographic primitives that have been a subject of
research in lightweight security, where they are utilized for
authentication and key generation protocols [4]–[7]. Due to
their small implementation area and high resistance to probing
attacks, PUF-based protocols are suitable for securing IoT
devices that often lack reliable authentication schemes [2].

While ongoing research efforts continue to tackle the secu-
rity of PUF-based authentication and key exchange protocols,
an essential aspect of PUFs that has not been sufficiently
investigated and addressed is their staticity. While devices
utilizing traditional security primitives can be configured with
new secret keys, a PUF’s defining characteristics are embedded
in the hardware and cannot be changed. Exposing information
about the PUF circuit can allow an adversary to model the

PUF through various machine learning (ML) algorithms, such
as Logistic Regression (LR), Evolution Strategies (ES), and
Deep Neural Networks (DNN). Hence, once a PUF circuit
exposes enough information, its security is permanently com-
promised. This shortcoming has been the subject of several
research efforts that aim to offer dynamic PUF constructs
[8], [9]. The proposed controlled PUF-based design presents
a novel approach for constructing temporary “Shadow” PUFs
with properties isomorphic to the delay-based Arbiter PUF
(APUF) in the sense that it mirrors the APUF’s challenge-
response behavior and statistical properties (i.e., randomness,
uniqueness). The controlled element of this design (i.e., the
Shadow PUF) is a logic implementation of the mathematical
model of the Strong APUF, which makes the control logic a
clone or a “Shadow” of the actual APUF on the device. The
Shadow PUF, which is reconfigured periodically, would be
used for authentication and secret message exchange; While
the actual PUF circuitry would only be used to reconfigure the
Shadow PUF module periodically.

The rest of the paper is organized as follows. Sec. II
provides a background on physically unclonable functions and
the Strong APUF. Sec. III introduces the proposed Shadow
PUF architecture and presents experimental results on its
statistical characteristics. Sec. IV analyzes the security of the
Shadow PUF and the frequency by which it needs to be
reconfigured. Sec. V summarizes the results and concludes
the paper.

II. BACKGROUND

A. Physically Unclonable Functions

A PUF is a physically disordered system that reacts to an
external challenge ~C with a unique response R [10]. Due to the
minuscule variations in the manufacturing process, different
PUF circuits sharing the same layout would have unique
responses. The ‘unclonability’ of PUF circuits makes them
suitable for security applications as the response to a challenge
cannot be predicted even when an adversary knows the circuit
layout.

PUFs can be categorized as either Weak PUFs or Strong
PUFs according to their challenge-response space [11]. The
challenge-response space is the number of CRPs attainable
from a PUF. It determines whether a PUF is classified as
a Weak PUF or a Strong PUF. Weak PUFs feature a small
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Figure 1. Delay Arbiter PUF Architecture.

challenge-response space and are usually structured as an array
of unstable elements such as the SRAM PUF (S-PUF) [12]
and the Ring Oscillator (RO-PUF) [13]. In such designs, the
number of CRPs scales linearly with the size of the circuit.
Strong PUFs such as the Arbiter PUF (APUF) [14], on the
other hand, offer an ample challenge-response space that grows
exponentially with its implementation size.

B. Arbiter PUF

The APUF is one of the earliest and most examined silicon-
based PUFs. Fig. 1 describes the APUF’s architecture and
its components. An APUF consists of two symmetrically
interconnected chains of switch components and an arbiter,
usually a D flip-flop or an SR-Latch. The arbiter compares
the delay of two identical paths to generate either a ‘0’ or a
‘1’ bit. The delay difference at the arbiter ∆ can be expressed
as a function of the differential delay vector ~ω, and ~Φ the
feature vector that is a function of the input challenge bits ci
[15]:

∆ = ~ωT ~Φ where, Φi =

k∏
i=1

(1− 2ci) (1)

The APUF was found to be vulnerable to modeling attacks
[15]–[18] where an adversary can collect challenge-response
pairs (CRPs) and build a soft model of the PUF circuit. The
scaling of PUF circuits through XOR-ing (XOR PUF) [13],
Feed-Forward PUFs (FF-PUF) [19] and Lightweight Secure
PUFs (LS-PUF) [20], are popular design approaches used
to increase the non-linearity of the APUF’s responses, and
increases its resiliency against ML attacks. However, utilizing
XOR-ing and Feed-Forward loops is often bound by the
design’s increased area overhead and low reliability [21].

III. SHADOW PUF

A. Architecture

A Shadow PUF can be a representation of any Strong PUF
that can be mathematically modeled. However, depending on
the mathematical model of the Strong PUF, its implemen-
tation can be computationally heavy and not appropriate as
a lightweight method to secure devices. In this work, the
proposed Shadow PUF implements a reconfigurable, digitized
version of the Arbiter PUF. The mathematical model of the

APUF allows for a lightweight digital implementation using
fixed-point arithmetic. As shown in Fig. 2, the Generator PUF
(i.e., the static PUF) stores the response RG of the correspond-
ing challenge ~CG in an addressable volatile memory block.
The memory elements represent the differential delay values
of ~ω from equation (1) of the APUF. Each delay element is
represented using 4 bits, requiring a total of 4 ∗ 64 = 256
bits (i.e., 256 memory cells) to represent all 64 delay values
of a 64-bits APUF. The “control logic” in Fig. 2 evaluates
the responses of the Shadow PUF based on the APUF’s linear
mathematical model. The arithmetic operation is implemented
through a 10-bit, fixed-point, signed (2’s complement), serial
adder/subtractor circuit that is fed the values of ~ω and ~Φ
one stage at a time. The vector ~Φ is generated serially from
the input challenge ~CS according to equation (1). The final
response RS would be the sign bit of the accumulated output.

The weight values of the Shadow PUF are generated using
the Generator PUF, after which they are used for the generation
of future responses. However, the weights are periodically
replaced. A counter is used to track the number of evaluated
Shadow PUF responses and signal a request to reconfigure
the Shadow PUF’s weights. By limiting the number of CRPs
queried per configuration, we prevent the Shadow PUF from
exposing sufficient information that can be used to perform
a successful ML-based modeling attack. The details of such
attacks are discussed in further detail in section IV, where the
security analysis of the Shadow PUF is presented.

Figure 2. Proposed Shadow PUF Architecture.

B. Challenge-Response Exchange Scenario

The proposed challenge-response exchange demonstrates
how the Shadow PUF’s reconfigurability can be used to protect
it against machine learning attacks. In this setup, the device
would have an arbitrary Generator PUF, and the server would
have access to a soft model of said PUF. The authentication
steps for a simplified challenge-response exchange are shown
in Fig. 3. The server first sends a set of “generation” challenges
CG, to the PUF device. These challenges are then fed through
the Generator PUF, where the evaluated responses are used
to represent the weights of the Shadow PUF. By using the
same CG, the server creates an identical Shadow PUF model
based on its stored Generator PUF model. The device then
sends a set of randomly generated challenges to the server
CA to query the server for the corresponding responses RA′ .
Finally, the device can deem the server to be a legitimate
party if the server’s responses RA′ are identical to its own
RA. A counter is used on the device to keep track of the



number of evaluated Shadow PUF responses and ensure not
enough CRPs are exchanged to warrant a successful ML-based
modeling attack. When weights need replacing, the device
would inform the other party, and a new set of challenges
CG must be exchanged.

Figure 3. An illustrative diagram of a challenge-response exchange utilizing
a Shadow PUF

C. Shadow PUF Physical Characteristics

A defining feature of a PUF circuit is the unpredictability
of its responses, which is reflected by its randomness and
uniqueness attributes. As we are using the APUF in our case-
study to generate the weights of the Shadow PUF, we measure
both of the PUFs’ randomness and uniqueness to show that
there is no decline in the attributes of generated Shadow PUFs.
In this analysis, both the Shadow PUF and the APUF are
64-bit PUFs. The weights of the Shadow PUF (~ω) are each
represented by 4 bits. Using more than 4 bits would increase
the design’s area overhead with little benefit to its randomness
and uniqueness. The APUF’s software model used in our
analysis is based on 65 nm predictive CMOS technology
[22]. The evaluation of each metric is accomplished using
randomly-generated 100 PUF instances and 10k CRPs.

1) Randomness: A PUF should have high randomness to
ensure no bias in its responses. Let P1 be the bias of responses
towards the value’ 1’. Then the randomness (H) of a PUF
device can be defined as follows: [20], [23]:

H = min(P1, 1− P1), where 0 ≤ H ≤ 0.5 (2)

Fig. 4 shows the randomness based on equation (2) for both
PUFs. The APUF has a median and mean randomness H of
0.488 and 0.4855. Similarly, the Shadow PUF’s randomness
median and mean is 0.489 and 0.4875. Both PUFs shows high
randomness, close to an ideal value of 0.5.

2) Uniqueness: The uniqueness of a PUF is measured by
calculating the Inter-Chip Hamming Distance (Inter-Chip HD).
Let D be the normalized Inter-Chip HD between two PUF
instances. Uniqueness (U ) is defined as follows [20], [23]:

U = min(D, 1−D), where 0 ≤ U ≤ 0.5 (3)

In our design, more comparisons between the APUFs and
the Shadow PUFs are necessary to ensure that there exists no
correlation between the two. For this purpose, we introduce
two additional uniqueness metrics, Inter-Uniqueness and Intra-
Uniqueness, to evaluate the uniqueness of a Shadow PUF.
The Inter-Uniqueness is measured by calculating the Ham-
ming Distance between the responses of Shadow PUFs that
are generated by distinct APUFs, using an identical set of
challenges. While, Intra-Uniqueness is the Hamming Distance
between responses of Shadow PUFs generated by the same
APUF, using distinct sets of randomly generated responses.

Figure 4. The Randomness of the Shadow PUF compared to that of the
APUF.

The uniqueness of the APUF and the Shadow PUF is shown
in Fig. 5. The lowest reported uniqueness is the Shadow PUF’s
inter-uniqueness with median and mean U of 0.467 and 0.46,
with a negligible difference to other measured uniqueness
metrics. The results have shown that the Shadow PUF has high
uniqueness and it exhibited no loss in uniqueness compared
to its Generator PUF, the APUF.

Figure 5. The uniqueness of the Shadow PUF compared to that of the APUF.

3) ASIC Design and Synthesis: A Verilog behavioral-level
design of the proposed Shadow PUF was synthesized in 45nm
[24] CMOS technology using Synopsys Design Vision. The
64-bit Shadow PUF utilizes a 10-bit counter for TTL and
a 10-bit adder/subtractor. The weight values of the Shadow
PUFs are stored on a synchronous RAM (256-bits), which
is inferred by the synthesizer as Latches. The Shadow PUF,
running at 1000 MHz, has an area overhead of 1583 gate
equivalent (GE), and total power of 0.572 mW . This repre-
sents the additional area overhead imposed by utilizing the



proposed Shadow PUF design. The total area overhead would
be dependent on the choice of Generator PUF. For instance,
a 64-bits APUF has an area overhead of 356 GE, aside from
the required error correction circuitry.

IV. SHADOW PUF SECURITY ANALYSIS

There have been many studies on the modeling resistance of
the APUF [15]–[18], where Deep Neural Networks (DNN) and
Covariance Matrix Adaptation - Evolution Strategy (CMA-ES)
have shown to be most successful. A single APUF instance
can be modeled with 95% accuracy using either a DNN or a
CMA-ES approach, as they both share the same mathematical
model. Consequently, the same would hold true for the Shadow
PUF. To ensure its security against modeling attacks, the
Shadow PUF must reconfigure its weights periodically to avoid
exposing compromising information about its weight values.

A. Modeling Attack on the Shadow PUF

In our analysis, we employ CMA-ES to model the PUF
instances as it makes it easier to infer the numerical weight
values of the PUF model, this is especially true if we are to
utilize XOR-ing or Feed-Forward loops. We recall that the
weights of the Shadow PUF are nothing but the responses
generated by the APUF. Hence, by modeling the Shadow PUF,
we are able to predict the values of the APUF’s obfuscated
responses.

Fig. 6 shows the Shadow PUF’s trained model accuracy
when using an increasing number of CRPs collected by the
attacker. The figure also shows the prediction accuracy of
each of the Shadow PUF’s weights as the model converges
to an accurate one. Looking at the results, we can observe
that a certain subgroup of the Shadow PUF’s weights can be
predicted with higher accuracy than others when presented
with a limited CRP set. The prediction accuracy of the
first weight value is expected to surpass the overall model’s
accuracy, where the first weight in our design represents the
delay difference of the last switch component in a traditional
arbiter PUF. This aligns with the fact that a bit-flip at that
stage has a higher chance of affecting the response bit-value
at the output. Therefore, in order to guarantee security we
must consider the worst-case scenario where the first weight
is predicted earlier than other weights.

B. Modeling the Generator PUF and Time-To-Live Analysis

A reasonable assumption would be that the APUF’s re-
sponses are never exposed to the attacker and only temporarily
used to generate a Shadow PUF on the device. Side-channel
and probing attacks that aim to extract internal information
from the circuit are considered beyond the scope of this work.
Therefore, one goal is to define the maximum number of
responses that can be generated by the Shadow PUF without
revealing sufficient information for the attacker to accurately
model the Shadow PUF’s weights.

The allowed number of evaluations of the Shadow PUF
is referred to as Time-to-Live (TTL). TTL represent the
minimum number of observed CRPs required to accurately

Figure 6. The accuracy of the Shadow PUF’s model and its weight values
vs. the number of observed CRPs

predict the Shadow PUF’s weight values. From Fig. 6, we
observe that limiting the Shadow PUF to 100 CRPs would
prevent an attacker from accurately predicting any of the
Shadow PUF’s weights with an accuracy higher than 60%.
By limiting the TTL to 100 CRPs, we guarantee that the
mean prediction accuracy of all weight representations is not
consequential. If demanded by the application, a higher TTL
would allow for less frequent reconfiguration of the Shadow
PUF. The TTL can be easily increased through XOR-ing
multiple responses or incorporating feed-forward loops in our
arithmetic operations. For example, if we are to use a 2-XOR
Shadow PUF design, that would increase the Shadow PUF’s
TTL to 2000 CRPs. Additionally, the Shadow PUF design can
be used as a reconfigurable PUF instance in other proposed
PUF-based protocols [4]–[7] to further increase the resiliency
against ML attacks and allow for a longer TTL.

V. SUMMARY AND CONCLUSION

This work introduces a controlled Shadow PUF design for
securing PUF primitives against ML-based modeling attacks.
The Shadow PUF’s weights are configured using a Strong PUF
that can deterministically generate values uniquely associated
with the device. Analysis of the Shadow PUF showed that its
randomness and uniqueness metrics are near ideal and on par
with the APUF circuit. Shadow PUF instances are reconfigured
periodically to ensure resilience against machine learning
attacks. A time-to-live metric for reconfiguring the weights
has also been investigated based on experimental CMA-ES
modeling attacks. This TTL metric indicates how often the
weights need to be reconfigured to avoid exposing the on-
device PUF primitive. The Shadow PUF can be easily scaled
through suggested obfuscation techniques, such as XOR-ing
and FF-loops, without fear of accumulating errors at the out-
put. This is because any error correction that might be needed
is done prior to the Shadow PUF generation. The Shadow PUF
was synthesized using 45nm ASIC technology to showcase its
small area and low power requirements, making it suitable for
constrained devices.
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