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Abstract—In the Information Age, the majority of data stored
and transferred is digital; however, current security systems
are not powerful enough to secure this data because they do
not anticipate unknown attacks. With a growing number of
attacks on cybersecurity systems defense mechanisms need to
stay updated with the evolving threats. Security and their related
attacks are an iterative pair of objects that learn to enhance
themselves based upon each others’ advances — a cybersecurity
“arms race.” In this survey, we focus on the various ways in
which Generative Adversarial Networks (GANs) have been used
to provide both security advances and attack scenarios in order
to bypass detection systems. The aim of our survey is to examine
works completed in the area of GANs, specifically device and
network security. This paper also discusses new challenges for
intrusion detection systems that have been generated using GANs.
Considering the promising results that have been achieved in
different GAN applications, it is very likely that GANs can shape
security advances if applied to cybersecurity.

Index Terms—Security, Generative Adversarial Networks, Cy-
bersecurity, Machine Learning, Artificial Intelligence

I. INTRODUCTION

Attacks against digital information, whether in the form of
information at rest or information in motion, continue to grow
in number, severity, and importance. The Internet grew from
academic novelty to a central place in the daily life of almost
every person that uses or is affected by modern technology.
Hackers quickly recognized the value of the information on
the Internet and the dependence that society had on the
connectivity and communications that networks afforded. The
next step in the evolution of modern networking is to include
industrial and sensing devices known as the Internet of Things
(IoT). It is estimated that by 2030, 50 billion devices will be
added to the already crowded network and produce many new
opportunities for entry and exploitation [1].

Cyber-attacks are a constant risk to users’ digital lives.
As indicated by Dutta, et al. in [2], devices and networks
are vulnerable to severe attacks which can affect users in
their daily lives [3]. Sophisticated algorithms are being used
to develop complex intrusions in order to enter networks
and systems unnoticed by detection systems which have not
evolved to grapple with the growing complexity of threats.
Information about the user’s digital life can be stored, analyzed
to plan further attacks, and/or sold by the attackers. Often these
compromised systems are combined with other compromised
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systems to attack more targets in what becomes a snowballing
action. These threats and the lack of robust detection systems
leaves sensitive data exposed.

Protecting systems and networks from these attacks is
a major cybersecurity goal. Although security systems are
improving their resistance and security as a result of training
for a wider variety of attacks, there remain various attacks
that are not covered. Moreover, attacks are discovered with
regularity. Thus, the question may be asked, if the defender
does not know that an attack exists, how can they protect
against such an attack? As a result, detection systems are used
to protect networks against only known attacks. What follows
are several examples [4] of attacks on systems that have failed
to provide adequate protection, which motivated this survey:

o Weather Channel Ransomware - In April 2019, a ran-
somware attack occurred during a severe weather event
in the southeastern US, which kept the cable channel
inoperative for more than an hour [5]. This resulted in
potential loss of property and life due to lack of vital
information.

o Capital One Breach - In July 2019, thousands of credit
card applicants’ personal identification information, such
as birthdays and Social Security numbers’ were hacked
[6].

o Texas Ransomware - In August 2019, the computer sys-
tems of 22 small towns in Texas suffered a ransomware
attack. The result was that the government was unable to
provide birth and death certificates [7].

With the advent of Machine Learning (ML), researchers
began using the power of ML to improve their security
systems. ML is a system where the computer algorithm adjusts
itself based on past experience to improve its performance
over time. The more time it is given to train on data, the
more information it can gather to adapt to specified goals.
Generative Adversarial Networks (GANs) [8] are one such
type of ML that was introduced in 2014. GANs can be
used to produce synthetic data based on the experience of
training over actual data. As a result, many possible attacks,
including previously unidentified attacks, are explored using
this generated data, which a user would not normally present in
training. This makes the GANs methodology very powerful in



a scenario of system security where unforeseen data threats
are regularly being developed. GANs seem to be an ideal
technique to train a neural network on an established attack to
model similar attacks. Using GANs allows for isolating and
predicting future attacks so that a designer can create enhanced
security measures to fend off those attacks before they are even
conceived of in the attackers minds. It can also be used as a
way of creating new threats by hackers. This paper will discuss
the security that has been provided and the attacks that have
been modeled using GANSs.

Using GANSs in the field of security is a very promising
area of research. An in-depth search of the literature in the
area showed no previous surveys that cover the current work
involving GANs in cybersecurity. The aim of this paper is
to understand how GANs have been modified and used to
enhance security measures. Specifically, emphasis is placed
on how GANs have been used to identify threats and attacks
on systems.

The paper is organized as follows: in Section II the back-
ground of GAN:S, its architecture, and the concept of basics
of system security are presented. In Section III, the state-of-
the-art security defense methods that have been setup using
GANs are surveyed. Section IV discusses attack strategies
where GANs have been used to model intrusions systems.
Section V presents our discussions and conclusions.

II. BACKGROUND
A. Generative Adversarial Network

Generative Adversarial Networks or GANs were first intro-
duced by lan Goodfellow in 2014 [8]. It is a two network
system which contains a Generator and a Discriminator as
seen in Fig. 1 [9]. The network trains in an adversarial
fashion where the Generator model G tries to emulate the data
distribution from a random noise vector which is sent to the
Discriminator model D. D assesses the sample and outputs a
probability value of its assessment of whether the data came
from G or from a real data set. G is trained based on the output
of D. The aim of G is to maximize the probability of the D
thinking that the data is from the real dataset. The models play
a zero-sum two player mini-max game where the G tries to
maximize the probability and D tries to minimize it. The loss
function that is used by GANSs is below:

mingmazpV (D, G) = Eympy,,o . 109 D(7)]
HEqp. (2)[log(1 — D(G(2)))]

where x is the real sample of data, z is the random noise
vector, E represents the expectation, G(z) is the data generated
from the G, D(x) indicates the probability of the D on the
real data  and D(G(z)), the probability that D outputs on
the generated data G. The goal of the D is to bring D(G(z))
closer to 0, and the goal of the G is to bring it closer to 1. If
the D outputs a probability of 0.5, this would mean that the
D is unable to make a decision if the sample is real or fake
[8]-[10].
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Fig. 1. Architecture of Generative Adversarial Network [9]

GANs have predominantly found success in the field of
images. GANs have been utilized for Image Texture Synthesis
[11], [12], Improving Image Resolution [13]-[16], and Image
Generation [17]-[20]. Recently, GANs have found extensions
into fields like security. GANs are being researched heavily
in the realm of security as generating new, unseen threats as
using a GAN gives the defense mechanism a more robust way
to prepare for future attacks. The goal is to discover unknown
attacks and prepare for a mechanism to defend our systems
against those vulnerabilities.

B. Overview of Security

Cybersecurity plays a very important role in information
technology by providing the measures for protecting systems,
networks, and programs from various digital attacks. Today’s
world is highly connected. It is predicted that by 2030, there
will be 15 connected devices owned by per person [21].
The result is a vast number of targets with wildly varying
levels of protection. This makes it difficult to provide effective
cybersecurity to all of those users. With the increasing number
of connected devices and with the innovative approaches of
attackers, cybersecurity threats are constantly evolving and the
number of possible attacks only continues to increase [22].

Security is an important application for Artificial Intelli-
gence (AI) [23]. Advancements in Al and ML algorithms ease
the effort required to build more secure systems, but at the
same time they create and reveal different means of breaching
what are thought to be secure systems. GANs are a very new
technology which provides both positive and negative changes
to what is often an afterthought in system design - security.

ITI. GANS IN SECURITY DEFENSES
A. Obscuring Sensitive Information

Companies or public institutions often store very sensi-
tive data that are unavailable to researchers. For example,
healthcare organizations have a lot of sensitive information
on patients. Statements and financial records are also securely
stored by banks. If the secure information could be shared
with researchers or analysts, this data could probably give
key insights and help with further research. Research work



by WWT artificial intelligence [24] shows that a well trained
GAN can create new data that will be representative of the
original data. Therefore, the original data can remain secure
and the data generated by the GANs will likely carry the same
trends and insights from the original data. The generated data
indicates a close correlation with the characteristics of the
original data set. This data can be further analyzed to increase
the security of the original data. The authors of that research
evaluated how closely the generated data is related with the
original data, also testing the feasibility of building a predictive
model using the generated data. Another work by Mirjalili et
al. [25] mentioned that an automated analysis can potentially
be misused for age-based or gender-based profiling that can
undermine the use of biometrics in many applications [26].
They proposed an auto-encoder with a modified GAN which
will transform an input face image, so that the transformed
image can be used for facial recognition, but not for gender
classification.

B. Cyber Intrusion and Malware Detection

Cyber intrusions are used to attack and compromise a
computer by breaking the security system or by making
the environment unsafe for operation. The results of cyber
intrusions are many fold, such as unauthorized publication of
information, tampering, and destruction of information. An
Intrusion Detection System (IDS) monitors the network and
detect any malicious activities and also alerts the user when
it finds any such activity. Researchers have been exploring
different IDSs using statistical learning and NNs [27]. Chen
et al. [28] showed in their work that a GAN-based model
can be a very successful candidate for implementing an IDS.
GANS are used in intrusion detection by learning the features
of normal data. In their work Chen, et al. have proposed
a GAN-based model with a refined loss function and with
multiple intermediate layers to gain moderate decisions from
the discriminator.

Researchers have been using GANs for malware detection
as well. Malware is software intentionally designed to damage
a computer system. Not all intrusions involve malware. An-
derson et al. [29] demonstrated adversarially-tuned generation
of a domain and also showed that by augmenting the training
set with generated adversarial examples, the classifier is able
to detect more malware families than using other approaches.
Burks et al. [30] demonstrated a comparative study between
GANSs and Variational Autoencoder (VAE) models and con-
cluded that by using GANs malware detection effectiveness
improved.

Several researchers have also proposed new defense strate-
gies and algorithms against different attacks by using GANS.
Samangouei et al. [31] proposed Defense-GAN, which is
trained to model the distribution of unperturbed images. Their
proposed GAN can be used as a defense against different
attack methods and also improves on existing defense strate-
gies. Most of the existing defense strategies are attack model
specific. Defense-GAN can be used with any classifier and on
any attack by leveraging the generative power of GANs. Yu

et al. [32], and Zhao et al. [33] also demonstrated successful
defense mechanisms against attacks by using GANs.

C. Secure Image Steganography
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Fig. 2. Architecture of ISGAN [34]

Steganography is a process of hiding secret data within
an image [35]. In this technique the image that is used to
hide the data is called the cover and the image containing
the embedded hidden message is called the stego image.
Unlike cryptography, steganography tries to hide the presence
of the message. GANs can be used to perform secure image
steganography. Hayes et al. [36] described a design scheme of
a steganographic algorithm, which is produced in an unsuper-
vised manner by a GAN based model. Recently, more research
has been done on image steganography by using GANs. Zhang
et al. [34] proposed a novel Convolutional Neural Network
(CNN) architecture named ISGAN as seen in Fig. 2. In the
steganography process, their design conceals a gray image
inside a color cover image. They use GANSs to strengthen the
security by minimizing the divergence of empirical probability
distributions between the stego image and the cover image.
Shi et al. [37] proposed a strategy of secure steganography
based on GANs to improve the perceptibility, the security,
and the diversity by making the generated images suitable for
embedding. In Volkhonskiy et al. [38] the author proposed a
new model for generating image-like containers based on Deep
Convolutional Generative Adversarial Networks (DCGAN)
[39]. Tang et al. [40] proposed a framework, which can
automatically learn embedding change probabilities for every
pixel in a given spatial cover image, which can further help
to produce minimal-distortion embedding. Zhang et al. [41]
proposed an information hiding scheme for steganography by
using Auxiliary Classifier Generative Adversarial Networks
(AC-GANSs) [42]. Liu et al. [43] presented an automated
framework of grille cipher, which simultaneously satisfies both
channel and content security for secure communication in
steganography. Such results should be expected because GANs
are predominantly an image based method. Since steganogra-
phy also deals with images, using GANs has turned into a
powerful security measure and popular research topic.

D. Neural Cryptography

Neural Cryptography is an emerging field of research which
combines NNs and cryptography. GANs play a vital role in
this field. Wu et al. [44] demonstrated in their work the concept
of biometric cryptography, in which they encrypted facial
features by using Wasserstein Generative Adversarial Net-
works Encryption (WGAN-E) [45]. Abadi et al. [46] proposed



TABLE I
GANS IN SECURITY DEFENSES
Purpose References GAN Type
Obscuring Sensitive WWT Al [24] Vanilla GAN [8]
Information Mirjalili et al. [25] Modified version
J : of GAN
Chen et al. [28] BiGAN [50]
Anderson et al. [29] Vanilla GAN
Cyber Intrusion and Burks et al. [30] Vanilla GAN
Malware Detection Samangouei et al. [31] | WGAN [45]
Yu et al. [32] CGAN [51]
Zhao et al. [33] WGAN
Hayes et al. [36] Vanilla GAN
Zhang et al. [34] Vanila GAN
Secure Image Shi et al. [37] WGAN
Steganography Volkhonskiy et al. [38] DCQAN [39]
Tang et al. [40] Vanilla GAN
Zhang et al. [41] AC-GAN [42]
Liu et al. [43] GAN/DCGAN
Wu et al. [44] WGAN
Neural Cryptography - g g ar 467 Vanilla GAN
Security Analysis Chbhetri et al. [48] CGAN

an adversarial method to protect a communication channel
without a cryptographic algorithm. In their architecture, two
NN systems are trained to defeat a third NN which attempts
to intercept any message that is being sent, emulating the
operations of a GAN.

E. Security Analysis

Cyber Physical Production Systems (CPPSs) are an emerg-
ing system which brings the electronic and the physical
security layers together into a common infrastructure. The
economic and the social importance of such a system is
vast. CPPS is the integration of computation, networking, and
physical processes of autonomous and connected subsystems
[47]. Cross domain security analysis between the cyber and
physical systems is a very important research topic and GANs
can help to determine that the various security components
(Confidentiality, Availability, and Integrity) are met. Chhetri et
al. [48] suggested the GAN-Sec system, a GAN based security
analysis model. GAN-Sec analyzes security by taking into
consideration the signal and the energy flows of a system. As
a case study to show the applicability of GAN-Sec, the authors
provided a security analysis of an additive manufacturing
system. The results show that the proposed model can be used
for security analysis of confidentiality breach through side-
channels attacks [49]. Gan-Sec can also help estimating the
performance of an integrity and availability attack detection
model.

IV. GANS IN SECURITY ATTACKS
A. Breaking (Cracking) Ciphers

Ciphertexts are encoded or encrypted messages that are used
to protect the integrity of data by obscuring patterns. Encryp-
tion is the method of converting raw data into ciphertexts
using encryption algorithms to save the data from being access
by an unauthorized user. Symmetric Encryption is a form of
encryption where the sender and the receiver use the same key

to encrypt and decrypt the data of the message [52]. However,
neural networks have evolved to be able to train on their
mutual outputs to perform decryption. This has lead to a new
emergent field called Neural Cryptography which combines
NNs in the application of cryptography and cryptanalysis.
Secret keys can be generated by synchronizing the output
weights of two neural networks [53].

Cipher cracking is one such concept developed by Gomez
et al. [54]. The authors use CycleGANs [55] where a source
image can be translated into a target image by maintaining
a cyclic consistency. The model learns the mapping from
the source image and projects onto the target image in a
way that the target image is now indistinguishable from the
source image using an adversarial loss. Using this concept in
cryptography, Gomez et al. [54] proposed using this cyclic
consistency on discrete data to derive a cipher mapping from
unpaired ciphertext and plaintext. Their architecture is more
stable than CycleGAN and has achieved good results on larger
messages and files encrypted by the shift and Vigenere ciphers
with high degree of confidence. The proposed methodology
can also be applied to different forms of cipher and to different
underlying data.

B. Password Guessing

Password cracking, or password guessing, is a kind of an
attack method that is used to guess a password by a brute force
[49] attack. Tools like HashCat [56] and John the Ripper [57]
present billions of possible passwords against password hashes
or use dictionary attacks to concatenate different words to
guess passwords. To improve the quality of password guessing,
Hitaj et al. [58] used GANs to conduct and improve this
attack. PassGAN uses the improved Wasserstein GAN [45]
to learn from the data distribution of the billions of leaked
passwords and uses that result to generate higher quality
password guesses. D uses verified, known, leaked examples to
train the G to emulate false passwords that are very close to
the real password data distribution achieving higher accuracy
than HashCat and John the Ripper.
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Fig. 3. Architecture of MalGAN [59]

Nam et al. proposed an enhancement to PassGAN increasing
performance by 15% [60]. The authors used the two fold
approach of first changing the current loss function to a
Recurrent Neural Network (RNN) based loss function and
next, they changed the architecture to a dual-discriminator
network. The generator is tasked to create a pseudo password
that is very similar to the authentic password. The first



discriminator is set up to find only the genuine password
and the second is to look for the pseudo passwords in the
sample. If the generator is successful in defeating both the
discriminators, then it has generated a password which neither
discriminator has been able to detect. Experiments showed that
the RNN based model with the dual discriminator did better
by decreasing the redundancy of password guesses [60].

C. Malware Generation and Attacks Against Intrusion Detec-
tion Systems

Some commonly used examples of malware are viruses,
worms, and Trojan horses [61]. As noted in Section III-B,
GANSs have been used to make IDSs stronger, but a downside
of ML is that GANs can also be used to generate malware
to bypass an IDS as shown in Fig. 3 by Hu et al [59]
known as MalGAN. This attack generated adversarial malware
examples by training on input noise and malware examples
which is then sent to a substitute neural network detection
system along with benign example. The GAN is trained
to minimize the malicious properties so that the substitute
detector can be bypassed. The probability distribution on the
attack can be changed as soon as the IDS comes close to
understanding the attack which can make it unpredictable.
Improved MalGAN [62] was proposed by Kawai et al., where
the authors injected more non-malware and a single instance
of malware to decrease the maliciousness of the attack. This
combination of software is sent to a substitute detector that is
used as an imitative detector that the data will be sent through
later. The generator is trained on this local detector to disguise
the data so that it is not classified as malware by the IDS. After
this step, the data is sent to the actual detector. The attack
achieved better performance than MalGAN.
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Fig. 4. Architecture of IDSGAN [63]

Rigaki and Garcia [64] proposed a GAN to generate net-
work traffic to simulate other networks. The GAN changes
the network behavior of malware and makes the detection
system believe that the generated network is from a genuine
application. Experiments were conducted to use a GAN to
emulate real Facebook chat traffic and keep communicating
the changes to the malware. The malware is updated by the
generator of the trained chat traffic and avoids being detected.
If the malware is detected at any point, the GAN is trained
for more cycles on the trusted traffic and the malware is
updated again in an effort to remain undetected. The results
have shown GAN-modified malware is virtually undetectable,
easily bypassing the detection systems. IDSGAN is another
such attack that was developed by Lin et al. [63] to point
out the drawbacks of an IDS. As seen in Fig. 4, IDSGAN
uses a WGAN network to produce new malicious data from

TABLE 11
GANS IN SECURITY ATTACKS
Purpose References GAN Type
Cipher Cracking Gomez et al. [54] CycleGAN [55]
Password Guessing Hitaj et al. [58] IWGAN [72]
. > Nam et al. [60] IWGAN/ RNN
Hu et al. [59] Vanilla GAN
Malware Generation | Kawai et al. [62] Vanilla GAN
and Attacks Against | Rigaki and Garcia [64] | Vanilla GAN
Intrusion Detection Lin et al. [63] WGAN
Systems Lin et al. [65] WGAN
Singh et al. [68] AC-GAN
LSGAN [71],
Corley et al. [69] WGANGP [72],
Vanilla GAN

an existing dataset with the discriminator then working on
distinguishing the normal traffic from the malicious traffic.
This attack is sent to an IDS and the output of the IDS is
sent to the discriminator so that it simulates the IDS. Lin et
al. achieved good results as the detection rates for malware
dropped from 70% to lower than 1%. A similar approach was
taken by Lin et al. [65] for Denial of Service (DoS) attacks
[66]. The author modified only portions of the attack that are
unimportant to the DoS attack and preserved the functional
features. This allowed the authors to reduce the current true
positive rates by half to 47.6% [67].

A lack of sufficiently labeled datasets has been an issue for
generating malware attacks. To address this issue, Singh et al.
[68] suggested a data augmentation technique of using AC-
GANs [42] to generate more labeled datasets from existing
malware images. AC-GANs have been able to make training
more stable and robust. The augmentation technique has been
able to give malware databases a boost with an increasing
number of examples to help with training.

Corley et al. [69] have shown how botnets create and
use domains as an assembly point for other botnets. Botnets
[70] are a group or network of infected computers that are
being controlled as a group to accomplish some task. Regular
Domain Generator Algorithms (DGA) can be easily detected
and hacked by ML techniques. This flaw is addressed by
using three different GANs to improve DGAs in a network
which is called DomainGAN [69] to make it difficult to be
detected. The three versions of GANs used were LSGAN
[71], WGANGP [72] and vanilla GAN [8] and a comparative
analysis was done to show which GAN preformed best.
Among these models, WGANGP produced the best results
with DGA for generating a usable domain and GAN based
DGAs for limiting detection.

V. DISCUSSION AND CONCLUSION

Table I lists research which has been done on GANs in
security and Table II lists research which has been done
using GANs on security attacks. GANs are a relatively new
technology and therefore security applications research based
on this technology also only began recently. Information se-
curity is an important research topic in the present computing
environment. Applying GANs to security can be seen as a



very powerful step forward and a valuable tool to analyze
and be applied to cybersecurity issues. To date, GANs have
shown promise in generating new defense techniques in the
field of cyber intrusion, malware detection, and secure image
steganography, although applicable research has been limited.
From a security attack viewpoint, a lot of the available research
has been centered on malware generation for IDSs. The
new generated attacks or malware provide knowledge about
previously unknown attacks and therefore helps to update
defense mechanisms. This makes the research on attacks using
GANs even more important.

The survey includes recent GANs research ranging from
topics as diverse as image steganography and neural cryp-
tography to malware generation, with the aim of training the
system to defend itself better during adverse attack scenarios,
showing us the different research opportunities for combining
NNs with cybersecurity. The paper also discusses several
different kinds of GANs and GAN variations that have been
used by researchers to address meaningful security scenarios.
It elaborates on how GANs have been used to enhance
surveillance in areas like security protocols and strengthening
detection systems to battle data sensitivity, work on making a
better intrusion detection system, secure image steganography,
neural cryptography, and security analysis. Further, GANs are
being used for improving malware and intrusion attacks. The
effectiveness of GANSs resonate in the fact that it helps create
new and unknown attacks that can point out vulnerabilities of
defense systems. Researchers have trained systems to generate
attacks which are difficult to be recognized and can easily
circumvent detection systems. These methods can be then
used to harden a software from further attacks. We have
examined the architecture of these networks and the variations
of GANSs that have been used and discuss the results achieved
in both defense and attack situations. Indeed, GANs should
be developed for use in testing the robustness of security
in products released by companies. GANs can produce tests
for a set of known and unknown attacks that will result in
significantly stronger computers, computer based products,
and IoT devices. Presently, the use of GANs in security is
in its infancy, but it should not remain there long.
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