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Popular Mask Effectiveness Studies That Ignore Real World Conditions
(And Demonstrate Even More Mask Ineffectiveness Upon Further Investigation)

Frequently referenced hamster study with the dubious headline, “Surgical Masks Can Reduce Spread of Covid-19 virus by up to 75%”. To replicate “real-life situations” the lead researcher placed surgical masks between the cages of hamsters in an isolated facility. If this study replicates real-life situations to the researcher, we should all be seriously concerned by the type of social life he has.
Researchers at Texas A&M declare that face masks prevented more than 66,000 infections in New York City in less than a month. The study makes hasty assumptions of universal consistency in mask quality, mask fit, duration of time worn, assumptions that the wearers aren’t touching their face, that their aerosols and droplets aren’t being deflected and sprayed all over their face, hair, clothes, and creating clouds of droplets from above, below, and through the sides of the mask. And it’s also assuming that the masks are effective in the first place, which the vast majority of real-world clinical trials show that they’re not. Lastly, their graph demonstrates a downward trend in infections prior to mandatory masking and doesn’t differentiate the effects from social distancing, shelter-in-place, etc.

Sexual contact carries some risk for exposure to infection with severe acute respiratory syndrome coronavirus 2 during the coronavirus disease 2019 pandemic.

Circulated articles state things like, “a cloth mask offers more protection than a surgical mask for people nearby.” With data gathered from participants putting a mask on for a few moments and coughing 5 times to establish said effectiveness. Upon further review, the study itself noted, “both surgical and
cotton masks seem to be ineffective in preventing the dissemination of SARS-CoV-2 from the coughs of patients with COVID-19 to the environment.” Even though they came to that conclusion with what can easily be considered an inadequate amount of data (they’ve since retracted), what’s even more alarming is that the scientists found when test subjects coughed into the masks, even more virus particles ended up on the OUTSIDE of the mask than on the inside of the mask. It may come as a surprise, but that’s simply how viruses can travel in the real world.

Annals of Internal Medicine

Yet again, another study positing the efficacy of masks by having participants breathe/cough into a collection apparatus. This time it was a G-II bioaerosol collecting device. To repeat, this on and off duration of mask use and direct collection of particles neglects how viruses travel in the real world and how the duration of mask usage makes them exceedingly less effective.

Nature Medicine
Demonstrating the physiological and psychological damage caused by mask usage

The physiological impact of wearing an N95 mask during hemodialysis.
Journal of the Formosan Medical Association

Respiratory consequences of N95-type Mask usage in pregnant healthcare workers.
Antimicrobial Resistance and Infection Control

Carbon dioxide re-breathing with close fitting face respirator masks.
Anaesthesia

Carbon dioxide rebreathing in respiratory protective devices.

https://themodelhealthshow.com/maskfacts/
Surgical mask induced deoxygenation.
Neurocirugía

Protective Facemask Impact on Human Thermoregulation.
The Annals of Occupational Hygiene

Amygdala Responsivity to High-Level Social Information from Unseen Faces.
The Journal of Neuroscience

Rise in childhood mental health issues resulting from the social lockdown.
University of Oxford

Mental health issues in children amidst COVID-19 pandemic.
The Canadian Medical Association Journal

Effects of wearing N95 and surgical facemasks on heart rate, thermal stress and subjective sensations.
The International Archives of Occupational and Environmental Health

Immune cells become overactive when oxygen levels are deranged.
University of Edinburgh

Stress and the Human Immune System.
Journal of Evolutionary Biology – Correction: Psychological Bulletin

The Developmental Origins of the Social Brain.
Frontiers in Psychology

https://themodelhealthshow.com/maskfacts/
CLINICAL EVIDENCE & SUPPLEMENTARY DATA

Demonstrating health/immune system/covid-19 relationship and coronavirus susceptibility

Up to 650,000 people die of respiratory diseases linked to seasonal flu each year.
World Health Organization

SARS-CoV-2 mutation
Cell

Comorbidities the rule in New York’s COVID-19 deaths.
NY State Dept. of Health

Characteristics, Comorbidities, and Outcomes Among 5700 Patients Hospitalized With COVID-19 in the New York City Area.
JAMA

JAMA

Spotlight on World Obesity Rates.
Central Intelligence Agency (CIA)

FDA clears IND application for natural killer cell-based COVID-19 therapy.
Healio

People with low NK cell counts had much higher rates of severe infections from COVID-19.

https://themodelhealthshow.com/maskfacts/
Immune response to a 30-minute walk.
Medicine & Science in Sports & Exercise

Sleep-deprivation reduces NK cell number and function.
Psychoneuroendocrinology

The impact of stressful life events on natural killer cells.
Stress & Health

Sleep deprivation effect on the immune system mirrors physical stress.
American Academy of Sleep Medicine

The prevalence of stress in primary care.
JAMA Internal Medicine

These resources are packed with real world, clinically proven data too are informed and empowered

About the Author & Producer: Shawn Stevenson

I Received A Wake-Up Call From Within

My health was failing, my relationships were failing, I was struggling in school, and I was broke and broken. But when things were darkest, I found a glimmer of light. While sitting on my bed one night, about to down my prescription and over-the-counter drugs to help me sleep through my pain, my grandmother came rushing into my mind. She had been calling and checking on me throughout this 2-year process, but I would always act like things were alright. Though, clearly, they were not alright. From there I began writing books and creating podcasts through The Model Health Show. Outside of my family, it’s become the real love of my life to be of service this way. The show now reaches millions of listeners each year, and my passion continues to grow each day.
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ABSTRACT

Background
Surgical face masks were originally developed to contain and filter droplets containing microorganisms expelled from the mouth and nasopharynx of healthcare workers during surgery, thereby providing protection for the patient. However, there are several ways in which surgical face masks could potentially contribute to contamination of the surgical wound, e.g. by incorrect wear or by leaking air from the side of the mask due to poor string tension.

Objectives
To determine whether the wearing of disposable surgical face masks by the surgical team during clean surgery reduces postoperative surgical wound infection.

Search methods
In December 2015, for this seventh update, we searched: The Cochrane Wounds Specialised Register; The Cochrane Central Register of Controlled Trials; Ovid MEDLINE; Ovid MEDLINE (In-Process & Other Non-Indexed Citations); Ovid EMBASE and EBSCO CINAHL. We also searched the bibliographies of all retrieved and relevant publications. There were no restrictions with respect to language, date of publication or study setting.

Selection criteria
Randomised controlled trials (RCTs) and quasi-randomised controlled trials comparing the use of disposable surgical masks with the use of no mask.

Data collection and analysis
Two review authors extracted data independently.

Main results
We included three trials, involving a total of 2106 participants. There was no statistically significant difference in infection rates between the masked and unmasked group in any of the trials. We identified no new trials for this latest update.

Authors’ conclusions
From the limited results it is unclear whether the wearing of surgical face masks by members of the surgical team has any impact on surgical wound infection rates for patients undergoing clean surgery.
**PLAIN LANGUAGE SUMMARY**

**Disposable surgical face masks for preventing surgical wound infection in clean surgery**

**Background**

Surgeons and nurses performing clean surgery wear disposable face masks. The purpose of face masks is thought to be two-fold: to prevent the passage of germs from the surgeon’s nose and mouth into the patient’s wound and to protect the surgeon’s face from sprays and splashes from the patient. Face masks are thought to make wound infections after surgery less likely. However, incorrectly worn masks may increase the likelihood of the wound getting contaminated with germs. We wanted to discover whether wearing a face mask during surgery makes infections of the wound more likely after the operation.

**Review question**

This review aimed to find out if wearing disposable face masks increases or decreases the number of cases of wound infection after clean surgery.

**Study characteristics**

We searched for all studies that had been done in the past relevant to this topic. Studies included in our analysis were those looking at the use of face masks in 'clean' surgery in adults and children. Clean surgery is when the operation does not go into organs that may contain bugs such as the lungs, gut, genitals and bladder. Infections of the wound are less likely to occur after 'clean' surgery, compared to 'unclean' surgery. We chose to look at this type of surgery because infections occurring after clean surgery would more likely be due to the use of the face mask, and not because of the nature of the operation. We also only looked at one particular type of study, the randomised controlled trial (RCT), where the people involved (participants) were randomly put into one of two groups: one group where the surgical team wore a face mask during the operation and one group where the surgical team did not wear a face mask. We compared the number of wound infection cases occurring after surgery between the two groups.

**Key results**

Overall, we found very few studies and identified no new trials for this latest update. We analysed a total of 2106 participants from the three studies we found. All three studies showed that wearing a face mask during surgery neither increases nor decreases the number of wound infections occurring after surgery. We conclude that there is no clear evidence that wearing disposable face masks affects the likelihood of wound infections developing after surgery.

**Quality of the evidence**

The findings from this review cannot be generalised for several reasons: the studies included only looked at clean surgery, some of the studies did not specify what type of face mask was used and one of the studies did not involve many participants therefore making the findings less credible. The quality of the studies we found was low overall. The way in which participants were selected for the studies was not always completely random, which means the authors’ judgements could have influenced the results. More research in this field is needed before making further conclusions about the use of face masks in surgery.

This plain language summary is up to date as of 22nd December 2015.
BACKGROUND

Description of the condition

Surgical face masks were originally developed to contain and filter droplets containing microorganisms expelled from the mouth and nasopharynx during surgery. They were introduced around a century ago as a method of protecting patients from the risk of surgical wound infections (Belkin 1997). The costs incurred when a patient contracts a surgical wound infection are considerable in financial as well as social terms. It has been estimated that each patient with a surgical wound infection requires an additional hospital stay of 6.5 days and that hospital costs are doubled (Plowman 2000). When extrapolated to all acute hospitals in England, it is estimated that the annual cost nationally is almost GBP 1 billion.

Description of the intervention

The primary purpose of a surgical mask is to provide protection for the patient from the surgical team. Masks have also been advocated as a barrier to protect the surgical team from the patient (Garner 1996; Weber 1993). This systematic review does not investigate the use of surgical masks for this purpose.

Surgical face masks are disposable and generally made up of three or four layers, often with two filters that prevent passage of material greater than 1 micron, therefore trapping bacteria of that size or larger. Face masks of this type are claimed to provide protection for a minimum of four hours (UHS 2000). Worn correctly, the mask should cover the nose with the metal band contouring the bridge of the nose. The mask should be drawn underneath the mouth and secured by tying the tapes firmly around the back of the head.

Although the surgical mask is designed to protect the patient, there are several ways in which it could actually contribute to the contamination of surgical wounds. Firstly, insufficient tension on the strings causes ‘venting’, or leakage of air from the side of the mask. The exhalation of moist air increases resistance, which is thought to exacerbate the problem of venting (Belkin 1996). Secondly, Belkin 1996 also cites ‘wicking’ as a method of conveying liquid via capillary action as possibly contributing to the passage of bacteria. Thirdly, a mask could cause contamination by ‘wigging’. This is a term used to describe friction of the mask against the face, which has been shown to cause the dispersal of skin scales from the face resulting in possible contamination of surgical wounds (Schweizer 1976). In addition, the mask may be worn incorrectly, for example, allowing exposure of the nose or mouth. Removal of the mask by grasping the filter section could result in contamination of the wearer’s hands whereas disposal is recommended by handling the tapes only (Perry 1994).

How the intervention might work

These issues call into question the effectiveness of the design and highlight the incorrect use of surgical face masks. As with many interventions, surgical face masks were introduced without standard specifications or formal evaluation. Despite acknowledging the controversy surrounding the use of masks, they are currently recommended by numerous operating department organisations (AORN 1998; AIPP 2007).

There is evidence that face mask practice is inconsistent, possibly due to an inadequate rationale for their use. For example, the use of surgical face masks has been abandoned by some surgical teams (in part or whole) and during certain procedures. In choosing to not wear a mask, members of the surgical team could be leaving the patient vulnerable to the risk of wound infection via droplet contamination.

A clean surgical wound is classified as “an uninfected operative wound in which no inflammation is encountered and the respiratory, alimentary, genital or uninfected urinary tract is not entered” (Mangram 1999). Non-clean wounds may be classified as clean-contaminated, contaminated or dirty-infected, depending upon the area of the body operated upon and the level of infection and inflammation present. A surgical wound is less likely to become infected postoperatively if it is classified as clean, therefore any infection arising could be more reasonably attributed to other factors such as the use of a surgical face mask (Mangram 1999).

Diagnosis of a surgical wound infection is not without its challenges. For example, some patients such as the elderly and the immunocompromised do not always display the cardinal signs of infection. However, correct diagnosis of surgical wound infections is imperative to ensure accurate surveillance. A surgical wound infection is defined by purulent drainage and at least one of the following signs or symptoms: pain, localised swelling, redness or heat (Mangram 1999).

Why it is important to do this review

The above discussion indicates that the role of the surgical mask as an effective measure in preventing surgical wound infections is questionable and warrants a systematic review.

OBJECTIVES

To determine whether the wearing of disposable surgical face masks by the surgical team during clean surgery reduces postoperative surgical wound infection.

METHODS

Criteria for considering studies for this review

Types of studies

Randomised controlled trials (RCTs) and quasi-randomised controlled trials comparing the use, by members of the surgical team, of disposable surgical masks with the use of no mask.

Types of participants

Adults and children undergoing clean surgery.

Types of interventions

The specific comparison to be made is the wearing, by the surgical team (scrubbed and not scrubbed), of disposable surgical face masks compared with no masks. Due to the difference in specifications, we used the trial author’s definition of disposable surgical mask.

Types of outcome measures

Primary outcomes

- The incidence of postoperative surgical wound infection (the definition of wound infection used by the trial authors is used throughout).
Secondary outcomes

- Costs.
- Length of hospital stay.
- Mortality rate.

Publication date, language and publication status did not influence eligibility decisions.

Search methods for identification of studies

Electronic searches

For this seventh update, we searched the following databases to identify reports of relevant clinical trials:

- The Cochrane Wounds Specialised Register (searched 22 December 2015);
- The Cochrane Central Register of Controlled Trials (CENTRAL) (The Cochrane Library 2015, Issue 11);
- Ovid MEDLINE (1946 to 22 December 2015);
- Ovid MEDLINE (In-Process & Other Non-Indexed Citations) (searched 22 December 2015);
- Ovid EMBASE (1974 to 22 December 2015);
- EBSCO CINAHL Plus (1937 to 23 December 2015).

The search strategies used for these databases can be found Appendix 1. We combined the Ovid MEDLINE search with the Cochrane Highly Sensitive Search Strategy for identifying randomised trials in MEDLINE: sensitivity- and precision-maximising version; Ovid format (Lefebvre 2011). We combined the EMBASE search with the Ovid EMBASE trial filter terms developed by the UK Cochrane Centre (Lefebvre 2011). We combined the CINAHL searches with the trial filter terms developed by the Scottish Intercollegiate Guidelines Network (SIGN 2015). There were no restrictions with respect to language, date of publication or study setting.

Searching other resources

We searched the bibliographies of all retrieved and relevant publications identified by these strategies for further studies.

Data collection and analysis

Selection of studies

Two review authors independently assessed titles and abstracts of references identified by the search strategy according to the selection criteria. We obtained copies of those articles and studies that appeared to satisfy these criteria in full. When it was unclear from the title or abstract if the paper fulfilled the criteria, or when there was disparity between the review authors, we obtained a full-text copy. The two review authors jointly decided whether the study met the inclusion criteria. For this update, one review author assessed titles and abstracts of references identified by the search strategy. Again, when it was unclear from the title or abstract if the study fulfilled the criteria, the full-text was obtained and reviewed by one review author, all decisions were discussed with a member of the editorial team of Cochrane Wounds.

Data extraction and management

We used a piloted data extraction sheet to extract and summarise details of the studies. When data were missing from the study, we attempted to contact the trial authors to obtain missing information. Data extraction was undertaken independently by the two review authors and compared. We excluded studies if they were not randomised or quasi-randomised trials of disposable surgical face masks. Excluded studies are listed in the Characteristics of excluded studies table with reasons for their exclusion.

We extracted the following data from each study.

- Trial setting.
- Number of air filtration changes in the surgical field per hour.
- Filtering capacity/specification of masks.
- Types of surgery.
- Number of wound infections.
- Definition of wound infection.
- Depth of wound infection.
- Documentation of co-interventions.
- Use of prophylactic antibiotics.
- Use of antiseptic irrigation.
- Identified bacteria associated with staff and patients.
- Measurement of compliance in the wearing of surgical face masks (i.e. mask covered nose and mouth, presence of wicking and venting).
- The size of the surgical team.

Assessment of risk of bias in included studies

Two review authors independently assessed each included study using the Cochrane tool for assessing risk of bias (Higgins 2011). This tool addresses six specific domains, namely sequence generation, allocation concealment, blinding, incomplete outcome data, selective outcome reporting and other issues (e.g. extreme baseline imbalance) (see Appendix 2 for details of the criteria on which each judgement was based). We assessed the studies to detect potential sources of bias in the study design. We extracted data regarding the following aspects of risk of bias.

- Method of randomisation: how the randomisation schedule was generated, the method of randomisation, e.g. envelopes, computer etc.
- Allocation concealment.
- Blinding of patients (recipients).
- Blinding of outcome assessors to wearing of masks.
- Extent of loss to follow-up and use of intention-to-treat analysis.
- Source of funding.
- Early stopping.
- Baseline comparability of treatment and control groups.

Data synthesis

We entered data into the Cochrane Review Manager (RevMan) software (RevMan 2014). Results are presented with 95% confidence intervals (CI). Methods of synthesising studies were dependent upon the quality, design and heterogeneity of the studies identified. We reported estimates for dichotomous outcomes as odds ratio (OR) as the event rate was less than 30% (Altman 1991). Where synthesis was inappropriate, we undertook a narrative overview.
**RESULTS**

**Description of studies**

**Results of the search**

The initial search, for the original review, yielded 250 citations; we examined the abstracts of these papers to assess potential relevance. We subsequently retrieved 97 papers for fuller examination. Of these, 84 were clearly not relevant to the review and 13 appeared potentially relevant. We subsequently excluded 11 from the review due to study design, or ineligible outcome measures (e.g. bacterial load). We included two studies. We identified no unpublished studies that met the criteria for inclusion. There was no response to requests for further information from the authors of two included studies (Chamberlain 1984; Tunevall 1991). No studies were published in duplicate. During subsequent updates of the review, we identified five further studies; four did not meet the inclusion criteria after assessment (Alwity 2002; McGovern 2013; Salassa 2014; Sjol 2002), and one met the criteria for inclusion and we added it to the review (Webster 2010). We identified no new trials for this latest update.

This review took at face value any description in the original studies of the type and cleanliness category of surgery performed. In one study, we contacted the author who provided data for clean surgery only (Webster 2010). As a result, we included studies performed in the operating department and excluded other areas such as the laboratory, maternity ward and accident and emergency.

**Included studies**

See the Characteristics of included studies table.

**Type of surgery**

Tunevall 1991 included all types of surgery: clean, clean-contaminated and contaminated. Chamberlain 1984 involved gynaecological operation lists carried out by masked and unmasked staff. Webster 2010 randomised non-scrubbed staff per list into masked and unmasked groups. Surgery included obstetrics, gynaecology, general, orthopaedics, breast and urological. We only extracted data relating to clean surgery from all three studies.

**Type of mask**

Only one study specified the types of face mask used (Tunevall 1991), which were Comfort Clinimask (Molyncke), Surgine II antifog mask (Surgikos) and Aseptex (3M). In one study the type of mask was not mentioned (Chamberlain 1984), and in the other study standard masks were used (Webster 2010).

**Number of patients**

A power calculation informed Tunevall 1991 that their study would have to include over 3000 patients to demonstrate a decrease of 30% in the wound infection rate. It is unclear whether the power calculation took account of the clustered nature of the data. Although the Tunevall’s study involved a total of 3088 patients, only 1429 patients undergoing clean surgery met the criteria for this review. In the study by Chamberlain 1984 only 41 patients were recruited because the study was discontinued. Out of this number, only 24 cases were clean surgery. With such a small number of female patients in this study, it is unlikely that they were representative of the population. Webster 2010 calculated that a sample size of at least 450 in each arm of the study would be needed to detect a 40% difference in surgical site infection rate between the two groups. Although 827 enrolled on the study, only 653 patients undergoing clean surgery met the criteria for this review (communication with trial author).

**Outcome measures**

The outcome measure used in Tunevall 1991 was wound infection defined as pus visible to the naked eye, or cellulitis without pus, both requiring debridement or percutaneous drainage and/or antibiotic therapy. With this study, follow-up was until after discharge but it was not explicit how these patients were followed up once discharged. Chamberlain 1984 did not define wound infection, but two out of the three wound infections reported were noted as serious enough to warrant antibiotics, the other infection being identified by a high vaginal swab. All patients in this study were examined daily until discharge. Webster 2010 used the National Nosocomial Infection Surveillance system, which categorises surgical site infections as superficial incisional, deep incisional and organ space. Follow-up was up to six weeks with the mean being 33.4 days for both groups.

None of the studies took any steps to measure compliance in relation to the correct wearing of surgical face masks, or recorded any events such as venting, wicking or wiggling. No study considered the other secondary outcome measures listed in this review.

**Consent**

One study author specified that consent was obtained from the staff involved in the study (Webster 2010). Tunevall 1991 stated that consent was obtained from patients, but Chamberlain 1984 and Webster 2010 did not specify that consent from patients had been obtained.

**Excluded studies**

We added a total of 15 studies to the Characteristics of excluded studies table. In summary, we excluded six studies because the focus of the study was not on assessing the rate of surgical site infection (Alwity 2002; Ha‘erí 1980; McGovern 2013; Norman 1995; Ritter 1975; Tunevall 1991). We excluded two studies because variables in addition to the rate of surgical site infection and the use of face masks were investigated (Berger 1993; Ruthman 1984). We excluded three studies because they did not involve any surgery and, rather, were simulation-based (Hubble 1996; McLure 1998; Mitchell 1991). Two studies were not RCTs or quasi-RCTs (Salassa 2014; Sjol 2002), one study assessed surgical site infection through the means of a patient questionnaire (Moore 2001), and one study did not state how many clean operations were included in their study (Orr 1981).

**Risk of bias in included studies**

See Figure 1 for the graph showing the review author’s judgements about each ‘Risk of bias’ item presented as percentages across all included studies. See also Figure 2 for the summary showing the review author’s judgements about each ‘Risk of bias’ item...
Figure 1. Methodological quality graph: review authors' judgements about each methodological quality item presented as percentages across all included studies.
### Allocation

Neither Chamberlain 1984 nor Tunevall 1991 used true randomisation with allocation concealment. Tunevall 1991 set up a random list for one year at a time denoting weeks as masked or unmasked but did not describe the method by which weeks were randomised to be masked/unmasked. A week, rather than an operating list or single operation, was the unit of allocation chosen for a period of one year, to ensure a similar number of major and minor cases (most major cases were performed at the beginning of the week). The randomisation list was inversed for the second and part of the third year due to anticipated seasonal differences. Allocation was not concealed as members of the theatre team were able to calculate whether any week was likely to be masked or unmasked. It is not clear whether the members of the admitting personnel had access to the randomisation list.
Chamberlain 1984 stated that patients on the operating lists of one surgical team were randomly allocated to a masked or unmasked group over two months. Later he indicated that masked and unmasked staff carried out the gynaecological operation lists alternately. The time between allocation of each list as masked or unmasked and the start of the list is not stated, making the extent of allocation concealment unclear.

Webster 2010 randomised participants per operating list. Allocation was concealed as randomisation occurred immediately before the start of the operating list via a phone call to a person blinded to the type of list.

In all studies the surgical team was the unit of randomisation and the patient was the unit of assessment, thus creating a unit of analysis error. There is no information in any study as to how patients were allocated to particular operating lists and so selection bias cannot be excluded.

Blinding

It was impossible to blind the care providers of the trials to wearing or omitting a surgical mask. The blinding of patients was described by Webster 2010 but not by either Chamberlain 1984 or Tunevall 1991. No study distinguished between the use of local anaesthetic and general anaesthetic. Blinding of outcome assessors was achieved for Chamberlain 1984, where members of laboratory staff were unaware of the group allocation of the specimens obtained. Outcome assessors were also blinded in Webster 2010, where details of surgical site infections were obtained via routine surveillance or staff blinded to the intervention. In Tunevall 1991, specific notification of the trial was given with each wound swab submitted for culture, allowing the potential for detection bias.

Two studies included all members of the surgical team and neither of those studies examined whether particular members of the team were more or less likely to cause a surgical wound infection (Chamberlain 1984; Tunevall 1991). One study included only non-scrubbed staff (Webster 2010).

Incomplete outcome data

Chamberlain 1984 and Tunevall 1991 did not undertake an intention-to-treat analysis. Webster 2010 performed an intention-to-treat analysis. Chamberlain 1984 was discontinued after seven weeks after a third case of postoperative infection in the unmasked group was diagnosed. However the trial authors acknowledged that, although two of three wounds grew Staphylococcus aureus, in neither case was it a strain that corresponded to those isolated from the staff. No drop-outs were reported in Tunevall 1991. Webster 2010 reported seven drop-outs for clean surgery.

Other potential sources of bias

Source of funding

Two studies did not state a source of funding (Chamberlain 1984; Tunevall 1991), and one study declared a grant from Queensland Health Nursing Research (Webster 2010).

Early stopping of trial

Chamberlain 1984 was discontinued after seven weeks after a third case of postoperative infection in the unmasked group was diagnosed; this may well have been a chance difference, so potentially biasing the results in favour of masking.

Baseline imbalance

A description of the baseline characteristics of the patients is important to decide whether the results are generalisable and to compare characteristics of the two groups to ensure that the randomisation was successful. Tunevall 1991 confirmed baseline comparability for age and types of surgery. All patients in Chamberlain 1984 were female undergoing gynaecological surgery; no baseline comparability was reported. Groups were similar at baseline in Webster 2010 in terms of surgery, wound and American Society of Anaesthesiologists (ASA) classification as well as age, gender, preoperative hospitalisation, weight and prophylactic antibiotics.

Effects of interventions

The included studies compared the use of disposable surgical face masks with using no surgical face masks. A total of 2106 patients, undergoing clean surgery, were included in this review. We assessed clinical and methodological homogeneity. The observed clinical heterogeneity between the trials was reflected in parameters such as study population, time lapse between the first and latest study influencing technique and equipment, diagnosis and length of follow-up. Potential sources of clinical heterogeneity could be attributed to type of disposable surgical face mask, restricting non-scrubbed staff to the intervention group, operating theatre design (e.g. air flow rates) and country of study. Given this clinical heterogeneity, it was inappropriate to pool any of the studies.

Primary outcome: incidence of postoperative surgical wound infection

There were 2106 participants in three trials. Tunevall 1991 reported 13/706 (1.8%) postoperative wound infections in the masked group and 10/723 (1.4%) in the non-masked group (no statistically significant difference: odds ratio (OR) 1.34, 95% confidence interval (CI) 0.58 to 3.07). Chamberlain 1984 reported no postoperative wound infections in the masked group and 3/10 (30%) in the non-masked group (no statistically significant difference: OR 0.07, 95% CI 0.00 to 1.63). Webster 2010 reported 33/313 (10.5%) in the masked group and 31/340 (9.1%) in the non-masked group (no statistically significant difference: OR 1.17, 95% CI 0.70 to 1.97) (Analysis 1.1).

Secondary outcomes

None of the studies considered the secondary outcome measures specified in the review, i.e. costs, length of hospital stay and mortality rate.

DISCUSSION

Given the widespread use of surgical face masks, research into this topic remains surprisingly neglected. It was disappointing that only two trials met the inclusion criteria for the original review and these were undertaken prior to 1991. The inclusion of a more recent trial has helped to address the lack of evidence (Webster 2010).

Much of current national and international policy is based upon equivocal evidence from laboratory studies of the filtration efficiency of surgical face masks and of potential contamination of...
the surgical field using settle plates. Such indirect evidence is of questionable clinical relevance.

**Potential biases in the primary studies and the limitations they place on inferences**

The strength of the evidence provided by the three studies that met the inclusion criteria for this review was weak. Two studies were quasi-randomised with unclear allocation concealment.

Methodologically, the results of Chamberlain 1984 and Tunevall 1991 may have been biased in several ways. Chamberlain 1984 did not specify the criteria used to detect the presence of a wound infection. Mangram 1999 reports that failure to use objective criteria to define surgical site infection has been shown to substantially affect reported surgical site infection rates. Chamberlain 1984 was limited by the discontinuation of the trial after seven weeks as result of several infections, thus creating a potential bias in the findings towards the use of surgical face masks.

Follow-up in Chamberlain 1984 continued until after discharge and up to discharge in Tunevall 1991. However the actual duration of follow-up could have varied considerably depending upon the type of surgery performed, with the potential for underestimating the number of surgical wound infections. Follow-up in Webster 2010 was more in keeping with international guidance of 30 days, but in some cases was less. It is likely that the inadequate allocation concealment and lack of blinding in the Chamberlain 1984 and Tunevall 1991 studies could have resulted in under or over-estimation of the effects of wearing a surgical face mask.

We were surprised at the small number of published studies. This could be due to a reluctance on the part of researchers to submit an equivocal trial for publication, and in turn for it to be accepted for publication. However, publication bias could not be tested by a funnel plot due to the small number of included studies.

**Potential biases in the review and the limitations it places on inferences**

We relied on the goodwill of experts in the field to provide information on completed or ongoing, published or unpublished studies. When critically appraising the validity of the studies we had to rely on adequate reporting of the trials. When there is minimal information in the trial report one cannot automatically assume that rigorous methods have not been followed. We attempted to obtain additional clarifying data from the investigators of two studies, however no responses were received. Webster 2010 provided data on patients undergoing clean surgery.

The examination of the effectiveness of disposable surgical face masks must be seen in the context of the number of variables associated with wound infections. It is difficult to interpret from small studies, such as Chamberlain 1984, whether the wearing of surgical face masks has an impact on rates of surgical wound infections in patients undergoing clean surgery.

**Applicability of results**

The results extracted for this review were limited to clean surgery and therefore cannot be extrapolated to other categories of surgery. The contribution that disposable surgical face masks make towards preventing infection is likely to be less consequential in contaminated wounds than in clean surgery.

The types of disposable surgical face mask used in the study were specified by Tunevall 1991 but not by Chamberlain 1984 or Webster 2010. It is possible that the specific mask composition changed in the years spanning the studies and this has the potential to influence results.

Although the review did not exclude trials involving the implantation of prostheses, we found no trials of this nature therefore limiting application of the review’s results to this type of surgery. One study, Webster 2010, differentiated between scrubbed and non-scrubbed members of the team but, because only non-scrubbed staff were randomised into the study, it was not possible to discriminate between the contribution of the scrubbed and non-scrubbed members of the surgical team to any resulting surgical wound infection. It could be argued that non-scrubbed members of the team are less likely to be in a position to contaminate the surgical site.

All included studies were based in the operating department and so application of the results to other invasive procedures in other clinical areas is limited.

We examined the potential for surgical face masks to benefit the patient by reducing surgical wound infections or to harm the patient by increasing surgical wound infections in this review. We did not undertake analysis of the potential to harm or benefit the surgical team by way of protection. Although Chamberlain 1984 favoured the use of surgical face masks, the trial was relatively small and was discontinued due to the identification of wound infections in three out of the five major clean cases performed. This may have been a chance finding and thus these results are potentially biased in favour of wearing masks. Tunevall 1991 and Webster 2010 were larger trials, more rigorously designed and did not detect differences in the infection rate.

Both national and international guidelines acknowledge the controversy surrounding the use of disposable surgical face masks and yet continue to recommend their use. We found no other reviews in this area and the limited number of trials in this review make it unsafe to draw definitive conclusions about the effect of surgical face masks on reducing surgical wound infection in clean surgery.

**Authors’ Conclusions**

**Implications for practice**

From the limited results, it is unclear whether the wearing of surgical face masks by the surgical team either increases or reduces the risk of surgical site infection in patients undergoing clean surgery.

**Implications for research**

Important messages for future research:

1. The CONSORT statement should be used as a guideline for reporting of future trials (Schulz 2010).
2. Trials should be large enough to detect clinically important differences in infection rates.
3. Trials must discriminate between scrubbed and non-scrubbed personnel.
4. Trials must include clear definitions of surgery, surgical face masks and surgical wound infection.

5. Randomisation should be 'per operating list' (cluster randomisation) rather than 'per case' to avoid potential contamination of the surgical environment. To guard against selection bias, the randomisation allocation should be unpredictable, concealed and take place immediately prior to the commencement of the operating list.

6. Follow-up should be appropriate to the surgery performed. This may extend to the involvement of primary care.

7. Outcome assessors should be blinded to allocation.

8. Analysis should be by intention-to-treat of all patients following randomisation.

9. Economic evaluations should be incorporated into future trials.

Areas for further investigation include:

- disposable surgical face mask compared with wearing no mask;
- disposable surgical face mask compared with other mechanisms for protecting both patients and staff, such as visors/helmets.
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### Chamberlain 1984 (Continued)

#### Risk of bias

<table>
<thead>
<tr>
<th>Bias</th>
<th>Authors' judgement</th>
<th>Support for judgement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random sequence generation (selection bias)</td>
<td>Unclear risk</td>
<td>Randomly allocated per list, but method unclear</td>
</tr>
<tr>
<td>Allocation concealment (selection bias)</td>
<td>Unclear risk</td>
<td>Time between allocation of masked and unmasked list and the list start was unclear</td>
</tr>
<tr>
<td>Blinding (performance bias and detection bias)</td>
<td>Unclear risk</td>
<td>Not described</td>
</tr>
<tr>
<td>Blinding (performance bias and detection bias)</td>
<td>Low risk</td>
<td>Quote: “The laboratory work was carried out by a member of staff who was not aware of the group allocation of the specimens obtained.”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Comment: blinding of outcomes assessors reduces risk of performance and detection bias</td>
</tr>
<tr>
<td>Incomplete outcome data (attrition bias)</td>
<td>Low risk</td>
<td>Intention-to-treat analysis not stated. No drop-outs reported.</td>
</tr>
<tr>
<td>Selective reporting (reporting bias)</td>
<td>Low risk</td>
<td>Prespecified outcomes reported on, but trial protocol not accessed</td>
</tr>
<tr>
<td>No bias due to source of funding?</td>
<td>Unclear risk</td>
<td>No funding sources stated</td>
</tr>
<tr>
<td>No bias due to early stopping?</td>
<td>High risk</td>
<td>The study was discontinued after the third case of postoperative infection in the unmasked group. The study authors state that the bacterial strain of the infections did not correspond to those isolated from the staff.</td>
</tr>
<tr>
<td>No bias due to baseline comparability of treatment and control groups</td>
<td>Unclear risk</td>
<td>Baseline comparability not stated. All participants were female undergoing gynaecological surgery.</td>
</tr>
</tbody>
</table>

#### Tunevall 1991

**Methods**

Quasi-randomised controlled trial

**Participants**

3088 patients undergoing general, vascular, breast, acute and elective surgery. Clean surgery was performed on 1429. Non-clean surgery was performed on 1659. Trial setting: operating department.

Inclusion criteria: operation through intact skin and primary closure.

Exclusion criteria: patients not informed or consent not given; outpatients; orthopaedics; urology; anal surgery; insertion of synthetic grafts; or haematologic disease.

Baseline comparability: similar for age, acute and cold surgery.

**Interventions**

- Group 1. Mask (n = 706)
- Group 2. No mask (n = 723)

**Outcomes**

Wound infection defined as visible pus and/or cellulitis without pus requiring debridement, drainage and/or antibiotics.
duration of follow-up not stated but until after discharge from the ward.

Notes
Data extracted for clean surgery only. Patients had 2 to 3 body washes pre-operatively with 4% chlorhexidine prior to elective surgery. In most acute cases, at least one body wash was given. Unit of analysis error present.

Risk of bias

<table>
<thead>
<tr>
<th>Bias</th>
<th>Authors' judgement</th>
<th>Support for judgement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random sequence generation</td>
<td>High risk</td>
<td>Quote: “A random list was set up for 1 year, denoting weeks as 'masked' or 'un-masked'. To avoid seasonal differences between the groups the list was reversed for the second and for the third part of the year.” Comment: this makes selection at high risk of bias</td>
</tr>
<tr>
<td>Allocation concealment</td>
<td>High risk</td>
<td>Inadequate as investigators enrolling participants could possibly foresee allocation and thus introduce selection bias</td>
</tr>
<tr>
<td>Blinding (performance bias and detection bias) Blinding patient</td>
<td>Unclear risk</td>
<td>Not described</td>
</tr>
<tr>
<td>Blinding (performance bias and detection bias) Blinding outcome assessor</td>
<td>High risk</td>
<td>Notification of the trial was issued with each wound swab</td>
</tr>
<tr>
<td>Incomplete outcome data</td>
<td>Low risk</td>
<td>Not analysed on an intention-to-treat basis. No drop-outs reported.</td>
</tr>
<tr>
<td>Selective reporting (reporting bias)</td>
<td>Low risk</td>
<td>Prespecified outcomes reported on, but trial protocol not accessed</td>
</tr>
<tr>
<td>No bias due to source of funding?</td>
<td>Unclear risk</td>
<td>No funding sources stated</td>
</tr>
<tr>
<td>No bias due to early stopping?</td>
<td>Low risk</td>
<td>The trial was based on a power calculation and was not stopped early</td>
</tr>
<tr>
<td>No bias due to baseline comparability of treatment and control groups</td>
<td>Low risk</td>
<td>Baseline comparability stated for age and type of surgery</td>
</tr>
</tbody>
</table>

Webster 2010
Methods
Randomised controlled trial

Participants
811 patients undergoing gynaecological, obstetric, general (open), general (laparoscopic), urology and breast surgery. Clean surgery was performed on 660 patients and non-clean on 151 patients.
Inclusion criteria: none stated
Exclusion criteria: surgery where a mask was specifically required, e.g. air borne infection
Participants were similar at baseline for age, gender, weight, prophylactic antibiotics and ASA classification
### Interventions
- Group 1. Mask (n = 313)
- Group 2. No mask (n = 340)

### Outcomes
- Wound infection defined by criteria used by National Nosocomial Infection Surveillance System: superficial incisional, deep incisional and organ space
  - Group 1. Mean follow-up 33.4 days (SD 22.1)
  - Group 2. Mean follow-up 33.4 days (SD 22.8)

### Notes
- Missing data for 7 clean cases. Unit of analysis error present.
- Quote: "Only non-scrubbed staff, including anaesthetists, were asked to comply with the random assignment."
- Comment: scrubbed staff were not included in the trial

### Risk of bias

<table>
<thead>
<tr>
<th>Bias</th>
<th>Authors' judgement</th>
<th>Support for judgement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random sequence generation (selection bias)</td>
<td>Low risk</td>
<td>Quote: &quot;Operating lists were randomised into two arms, mask group and no mask group using a computer-generated randomisation schedule.&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Comment: This precaution reduces the risk of selection bias.</td>
</tr>
<tr>
<td>Allocation concealment (selection bias)</td>
<td>Low risk</td>
<td>Quote: &quot;Allocation occurred immediately before the commencement of the session, following a phone call to a person who was unaware of the type of list in each theatre&quot;.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Comment: this precaution reduces the risk of selection bias</td>
</tr>
<tr>
<td>Blinding (performance bias and detection bias)</td>
<td>Low risk</td>
<td>Patients were unaware of treatment allocation</td>
</tr>
<tr>
<td>Blinding patient</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blinding (performance bias and detection bias)</td>
<td>Low risk</td>
<td>Quote: “Details about any post operative wound infection was obtained by routine surveillance methods, that is by the medical officer, ward staff or infection control nurse who were blinded to the treatment protocol.”</td>
</tr>
<tr>
<td>Incomplete outcome data (attrition bias)</td>
<td>Unclear risk</td>
<td>Clean data not analysed on an intention-to-treat basis; 7 drop-outs reported</td>
</tr>
<tr>
<td>All outcomes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Selective reporting (reporting bias)</td>
<td>Low risk</td>
<td>Prespecified outcomes reported on, but trial protocol not accessed</td>
</tr>
<tr>
<td>No bias due to source of funding?</td>
<td>Low risk</td>
<td>Quote: “JW received grant support through two Queensland Health Nursing Research Grants.”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Comment: this grant is unlikely to have biased the results of the trial</td>
</tr>
<tr>
<td>No bias due to early stopping?</td>
<td>Low risk</td>
<td>The trial was based on a power calculation and was not stopped early</td>
</tr>
<tr>
<td>No bias due to baseline comparability of treatment and control groups</td>
<td>Low risk</td>
<td>Groups were comparable for baseline characteristics of type of surgery, wound and ASA classification as well as age, gender, preoperative hospitalisation, weight and prophylactic antibiotics</td>
</tr>
</tbody>
</table>
### Characteristics of excluded studies [ordered by study ID]

<table>
<thead>
<tr>
<th>Study</th>
<th>Reason for exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alwitry 2002</td>
<td>The measurement of bacterial load was used rather than infection rates</td>
</tr>
<tr>
<td>Berger 1993</td>
<td>The study was concerned with both contamination and wound infection. It was poorly designed as all procedures had varying mask positions at different times of the procedure. It was impossible to distinguish from the results the masked and unmasked periods. Settle plates were used to measure contamination and no infections were recorded. This study was discontinued after recruitment of 30 patients due to the unacceptable level of contamination of the settle plates.</td>
</tr>
<tr>
<td>Ha'eri 1980</td>
<td>This study was primarily concerned with surgical site contamination by human albumen microspheres and not surgical wound infection</td>
</tr>
<tr>
<td>Hubble 1996</td>
<td>Excluded as it was a theatre-based simulation that did not involve any surgery. Contamination was measured using settle plates at various distances from the participant. This study included hats as well as masks in traditional and laminar flow theatres.</td>
</tr>
<tr>
<td>McGovern 2013</td>
<td>The effect of different surgical gowns on counts of airborne particles was investigated in this study, with the primary outcome being mean particle count (not rate of postoperative surgical wound infection).</td>
</tr>
<tr>
<td>McLure 1998</td>
<td>A laboratory simulation involving the analysis of bacterial colonies on agar plates. No surgery was involved.</td>
</tr>
<tr>
<td>Mitchell 1991</td>
<td>An operating department simulation, therefore not involving surgery. The study measured the contamination of settle plates as a method of recording bacterial dispersal.</td>
</tr>
<tr>
<td>Moore 2001</td>
<td>This study investigated the use of visors against masks. There were no surgical episodes where the surgical team’s faces were uncovered. The surgical site infection rate was calculated on the outcome of a patient questionnaire. The subjective nature of these results meant that the study could not be used in the review.</td>
</tr>
<tr>
<td>Norman 1995</td>
<td>The use of visors and masks by staff was compared for acceptability and contamination. A group not wearing either mask or visor was not included.</td>
</tr>
<tr>
<td>Orr 1981</td>
<td>Excluded as it was not possible to distinguish how many clean operations were included in the study. Contact attempted with author.</td>
</tr>
<tr>
<td>Ritter 1975</td>
<td>This study was concerned with contamination of the environment rather than surgical site infection. Settle plates were used during non-operating period.</td>
</tr>
<tr>
<td>Ruthman 1984</td>
<td>The study examined the use of a cap and a mask in an Accident and Emergency department. These 2 variables could not be differentiated.</td>
</tr>
<tr>
<td>Salassa 2014</td>
<td>The study is not a randomised controlled trial; it is a review.</td>
</tr>
<tr>
<td>Sjol 2002</td>
<td>Stated as a RCT, but this study was observational and followed up patients for surgical wound infections post-discharge via a questionnaire.</td>
</tr>
<tr>
<td>Tunevall 1992</td>
<td>This study took place during actual operations but the specific outcome measure of the study was contamination of settle plates. Although it was reported that no surgical site infections occurred during the study period, the cross-over design of the study meant that all patients were exposed to a masked and non-masked period. The authors therefore could not utilise the results of this study.</td>
</tr>
</tbody>
</table>
ASA classification: the American Society of Anaesthesiologists physical status classification system is a system for assessing the fitness of patients before surgery.

RCT: randomised controlled trial

SSI: surgical site infection

**DATA AND ANALYSES**

**Comparison 1. Masks versus no masks**

<table>
<thead>
<tr>
<th>Outcome or subgroup title</th>
<th>No. of studies</th>
<th>No. of participants</th>
<th>Statistical method</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Wound infection</td>
<td>3</td>
<td></td>
<td>Odds Ratio (M-H, Fixed, 95% CI)</td>
<td>Totals not selected</td>
</tr>
</tbody>
</table>

**Analysis 1.1. Comparison 1 Masks versus no masks, Outcome 1 Wound infection.**

<table>
<thead>
<tr>
<th>Study or subgroup</th>
<th>Mask</th>
<th>No mask</th>
<th>Odds Ratio</th>
<th>Odds Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n/N</td>
<td>n/N</td>
<td>M-H, Fixed, 95% CI</td>
<td>M-H, Fixed, 95% CI</td>
</tr>
<tr>
<td>Chamberlain 1984</td>
<td>0/14</td>
<td>3/10</td>
<td>0.07[0.0,1.63]</td>
<td></td>
</tr>
<tr>
<td>Tunevall 1991</td>
<td>13/706</td>
<td>10/723</td>
<td>1.34[0.58,3.07]</td>
<td></td>
</tr>
<tr>
<td>Webster 2010</td>
<td>33/313</td>
<td>31/340</td>
<td>1.17[0.7,1.97]</td>
<td></td>
</tr>
</tbody>
</table>

| Favours mask | 0.001 | 0.1 | 1 | 10 | 1000 | Favours no mask |

**APPENDICES**

**Appendix 1. Search strategies**

**The Cochrane Wounds Specialised Register**

#1 (mask or masks or facemask or facemasks or “face mask” or “face masks”) AND (INREGISTER)
#2 (surg* NEAR 5 (infect* or wound* or site* or incision* or dehisc*)) AND (INREGISTER)
#3 (wound* NEAR 5 (infect* or site* or dehisc* or disrupt)) AND (INREGISTER)
#4 (wound NEXT complication*) AND (INREGISTER)
#5 #2 OR #3 OR #4
#6 #1 AND #5

**The Cochrane Central Register of Controlled Trials (CENTRAL)**

#1 MeSH descriptor: [Masks] explode all trees
#2 (“mask” or “masks” or facemask or facemasks or “face mask” or “face masks”):ti,ab,kw
#3 #1 or #2
#4 MeSH descriptor: [Surgical Wound Infection] explode all trees
#5 MeSH descriptor: [Surgical Wound Dehiscence] explode all trees
#6 (surg* near/5 infection*):ti,ab,kw
#7 (surg* near/5 wound*):ti,ab,kw
#8 (surg* near/5 site*):ti,ab,kw
#9 (surg* near/5 incision*):ti,ab,kw
#10 (surg* near/5 dehisc*):ti,ab,kw
#11 (wound* near/5 dehisc*):ti,ab,kw
#12 (wound* near/5 infect*):ti,ab,kw
#13 (wound near/5 disruption*):ti,ab,kw
#14 (wound next complication*):ti,ab,kw
Disposable surgical face masks for preventing surgical wound infection in clean surgery (Review)

Copyright © 2016 The Cochrane Collaboration. Published by John Wiley & Sons, Ltd.
Appendix 2. Risk of bias definitions

1. Was the allocation sequence randomly generated?

**Low risk of bias**

The investigators describe a random component in the sequence generation process such as: referring to a random number table; using a computer random number generator; coin tossing; shuffling cards or envelopes; throwing dice; drawing of lots.

**High risk of bias**

The investigators describe a non-random component in the sequence generation process. Usually, the description would involve some systematic, non-random approach, for example: sequence generated by odd or even date of birth; sequence generated by some rule based on date (or day) of admission; sequence generated by some rule based on hospital or clinic record number.

**Unclear**

Insufficient information about the sequence generation process to permit judgement of low or high risk of bias.

2. Was the treatment allocation adequately concealed?

**Low risk of bias**

Participants and investigators enrolling participants could not foresee assignment because one of the following, or an equivalent method, was used to conceal allocation: central allocation (including telephone, web-based and pharmacy-controlled randomisation); sequentially numbered drug containers of identical appearance; sequentially numbered, opaque, sealed envelopes.

**High risk of bias**

Participants or investigators enrolling participants could possibly foresee assignments and thus introduce selection bias, such as allocation based on: using an open random allocation schedule (e.g. a list of random numbers); assignment envelopes were used without appropriate...
safeguards (e.g. if envelopes were unsealed or non-opaque or not sequentially numbered); alternation or rotation; date of birth; case record number; any other explicitly un concealed procedure.

**Unclear**

Insufficient information to permit judgement of low or high risk of bias. This is usually the case if the method of concealment is not described or not described in sufficient detail to allow a definite judgement, for example if the use of assignment envelopes is described, but it remains unclear whether envelopes were sequentially numbered, opaque and sealed.

3. **Blinding - was knowledge of the allocated interventions adequately prevented during the study?**

**Low risk of bias**

Any one of the following.

- No blinding, but the review authors judge that the outcome and the outcome measurement are not likely to be influenced by lack of blinding.
- Blinding of participants and key study personnel ensured, and unlikely that the blinding could have been broken.
- Either participants or some key study personnel were not blinded, but outcome assessment was blinded and the non-blinding of others unlikely to introduce bias.

**High risk of bias**

Any one of the following.

- No blinding or incomplete blinding, and the outcome or outcome measurement is likely to be influenced by lack of blinding.
- Blinding of key study participants and personnel attempted, but likely that the blinding could have been broken.
- Either participants or some key study personnel were not blinded, and the non-blinding of others likely to introduce bias.

**Unclear**

Any one of the following.

- Insufficient information to permit judgement of low or high risk of bias.
- The study did not address this outcome.

4. **Were incomplete outcome data adequately addressed?**

**Low risk of bias**

Any one of the following.

- No missing outcome data.
- Reasons for missing outcome data unlikely to be related to true outcome (for survival data, censoring unlikely to be introducing bias).
- Missing outcome data balanced in numbers across intervention groups, with similar reasons for missing data across groups.
- For dichotomous outcome data, the proportion of missing outcomes compared with observed event risk not enough to have a clinically relevant impact on the intervention effect estimate.
- For continuous outcome data, plausible effect size (difference in means or standardised difference in means) among missing outcomes not enough to have a clinically relevant impact on observed effect size.
- Missing data have been imputed using appropriate methods.

**High risk of bias**

Any one of the following.

- Reason for missing outcome data likely to be related to true outcome, with either imbalance in numbers or reasons for missing data across intervention groups.
- For dichotomous outcome data, the proportion of missing outcomes compared with observed event risk enough to induce clinically relevant bias in intervention effect estimate.
- For continuous outcome data, plausible effect size (difference in means or standardised difference in means) among missing outcomes enough to induce clinically relevant bias in observed effect size.
- 'As-treated' analysis done with substantial departure of the intervention received from that assigned at randomisation.
- Potentially inappropriate application of simple imputation.
Unclear
Any one of the following.

- Insufficient reporting of attrition/exclusions to permit judgement of low or high risk of bias (e.g. number randomised not stated, no reasons for missing data provided).
- The study did not address this outcome.

5. Are reports of the study free of suggestion of selective outcome reporting?

Low risk of bias
Any of the following.

- The study protocol is available and all of the study’s pre-specified (primary and secondary) outcomes that are of interest in the review have been reported in the pre-specified way.
- The study protocol is not available but it is clear that the published reports include all expected outcomes, including those that were pre-specified (convincing text of this nature may be uncommon)

High risk of bias
Any one of the following.

- Not all of the study’s pre-specified primary outcomes have been reported.
- One or more primary outcomes is reported using measurements, analysis methods or subsets of the data (e.g. subscales) that were not pre-specified.
- One or more reported primary outcomes were not pre-specified (unless clear justification for their reporting is provided, such as an unexpected adverse effect).
- One or more outcomes of interest in the review are reported incompletely so that they cannot be entered in a meta-analysis.
- The study report fails to include results for a key outcome that would be expected to have been reported for such a study.

Unclear
Insufficient information to permit judgement of low or high risk of bias. It is likely that the majority of studies will fall into this category.

6. Other sources of potential bias

Low risk of bias
The study appears to be free of other sources of bias.

High risk of bias
There is at least one important risk of bias. For example, the study:

- had a potential source of bias related to the specific study design used; or
- had extreme baseline imbalance; or
- has been claimed to have been fraudulent; or
- had some other problem.

Unclear
There may be a risk of bias, but there is either:

- insufficient information to assess whether an important risk of bias exists; or
- insufficient rationale or evidence that an identified problem will introduce bias.
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<table>
<thead>
<tr>
<th>Date</th>
<th>Event</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 April 2016</td>
<td>New citation required but conclusions have not changed</td>
<td>Seventh update; no change to conclusions; no new studies added.</td>
</tr>
</tbody>
</table>
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The evolution of the surgical mask: filtering efficiency versus effectiveness

N L Belkin

PMID: 9013247 DOI: 10.2307/30141964

Abstract
When originally introduced for use at the turn of the century, the primary function of the surgical mask was to prevent the migration of microorganisms residing in the nose and mouth of members of the operating team to the open wound of the patient. As technology developed new materials and designs, their filtering efficiencies gradually improved. However, there is no standard test method for assessing that capability, and its influence on the rates of surgical-wound infection has yet to be demonstrated. Quite to the contrary, both in-vitro and in-vivo studies indicate that a mask may not be universally necessary in today’s surgical environment.

Comment in
Making surgical care better: hard work, small gains.

Related information
MedGen

LinkOut – more resources
Medical
MedlinePlus Health Information
Surgical face masks in modern operating rooms—a costly and unnecessary ritual?

N.J. Mitchell • S. Hunt DOI: https://doi.org/10.1016/0195-6701(91)90148-2

Abstract

Following the commissioning of a new suite of operating rooms air movement studies showed a flow of air away from the operating table towards the periphery of the room. Oral microbial flora dispersed by unmasked male and female volunteers standing one metre from the table failed to contaminate exposed settle plates placed on the table. The wearing of face masks by non-scrubbed staff working in an operating room with forced ventilation seems to be unnecessary.
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Wearing of caps and masks not necessary during cardiac catheterization

L J Laslett, A Sabin

Abstract

Although cardiac catheterization-related infections are rare, caps and masks are often worn to minimize this complication. However, documentation of the value of caps and masks for this purpose is lacking. We, therefore, prospectively evaluated the experience of 504 patients undergoing percutaneous left heart catheterization, seeking evidence of a relationship between whether caps and/or masks were worn by the operators and the incidence of infection. No infections were found in any patient, regardless of whether a cap or mask was used. Thus, we found no evidence that caps or masks need to be worn during percutaneous cardiac catheterization.
COMMENTARY: Masks-for-all for COVID-19 not based on sound data

Dr. Brosseau (https://www.cidrap.umn.edu/about-us/staff/lisa-m-brosseau-scd-cih) is a national expert on respiratory protection and infectious diseases and professor (retired), University of Illinois at Chicago. Dr. Sietsema (https://publichealth.uic.edu/?s=sietsema) is also an expert on respiratory protection and an assistant professor at the University of Illinois at Chicago.

Editor’s Note: The authors added the following statement on Jul 16.

The authors and CIDRAP have received requests in recent weeks to remove this article from the CIDRAP website. Reasons have included: (1) we don’t truly know that cloth masks (face coverings) are not effective, since the data are so limited, (2) wearing a cloth mask or face covering is better than doing nothing, (3) the article is being used by individuals and groups to support non-mask wearing where mandated and (4) there are now many modeling studies suggesting that cloth masks or face coverings could be effective at flattening the curve and preventing many cases of infection.

If the data are limited, how can we say face coverings are likely not effective?

We agree that the data supporting the effectiveness of a cloth mask or face covering are very limited. We do, however, have data from laboratory studies that indicate cloth masks or face coverings offer very low filter collection efficiency for the smaller inhalable particles we believe are largely responsible for transmission, particularly from pre- or asymptomatic individuals who are not coughing or sneezing. At the time we wrote this article, we were unable to locate any well-performed studies of cloth mask leakage when worn on the face—either inward or outward leakage. As far as we know, these data are still lacking.

The guidelines from the Centers for Disease Control and Prevention (CDC) for face coverings initially did not have any citations for studies of cloth material efficiency or fit, but some references have been added since the guidelines were first posted. We reviewed these and found that many employ very crude, non-standardized methods (Anfinrud 2020, Davies 2013, Konda 2020, Aydin 2020, Ma 2020) or are not relevant to cloth face coverings because they evaluate respirators or surgical masks (Leung 2020, Johnson 2009, Green 2012).

The CDC failed to reference the National Academies of Sciences Rapid Expert Consultation on the Effectiveness of Fabric Masks for the COVID-19 Pandemic (NAS 2020), which concludes, “The
evidence from...laboratory filtration studies suggests that such fabric masks may reduce the transmission of larger respiratory droplets. There is little evidence regarding the transmission of small aerosolized particulates of the size potentially exhaled by asymptomatic or presymptomatic individuals with COVID-19.” As well, the CDC neglected to mention a well-done study of cloth material filter performance by Rengasamy et al (2014), which we reviewed in our article.

Is wearing a face covering better than nothing?
Wearing a cloth mask or face covering could be better than doing nothing, but we simply don’t know at this point. We have observed an evolution in the messaging around cloth masks, from an initial understanding that they should not be seen as a replacement for physical distancing to more recent messaging that suggests cloth masks are equivalent to physical distancing. And while everyone appears to understand that this messaging suggests that a cloth mask is appropriate only for source control (ie, to protect others from infection), recent CDC and other guidance recommending their use by workers seems to imply that they offer some type of personal protection.

We know of workplaces in which employees are told they cannot wear respirators for the hazardous environments they work in, but instead need to wear a cloth mask or face covering. These are dangerous and inappropriate applications that greatly exceed the initial purpose of a cloth mask. We are concerned that many people do not understand the very limited degree of protection a cloth mask or face covering likely offers as source control for people located nearby.

Do we support cloth mask wearing where mandated?
Despite the current limited scientific data detailing their effectiveness, we support the wearing of face coverings by the public when mandated and when in close contact with people whose infection status they don’t know. However, we also encourage everyone to continue to limit their time spent indoors near potentially infectious people and to not count on or expect a cloth mask or face covering to protect them or the people around them. The pandemic is not over and will not likely be over for some time. As states and local jurisdictions reopen, we encourage people to continue to assess and limit their risks. Cloth masks and face coverings likely do not offer the same degree of protection as physical distancing, isolation, or limiting personal contact time.

Will face coverings 'flatten the curve' and stop the pandemic?
We have reviewed the many modeling studies that purport to demonstrate that cloth masks or face coverings have the potential for flattening the curve or significantly decrease the number of cases. These studies fail to recognize several important facts:

- The filter performance of a cloth material does not directly translate or represent its performance on an individual, because it neglects the understanding of fit.
- Cloth masks or coverings come in a variety of shapes, sizes, and materials and are not made according to any standards.
- Transmission is not simply a function of short random interactions between individuals, but rather a function of particle concentration in the air and the time exposed to that concentration.
- A cloth mask or face covering does very little to prevent the emission or inhalation of small particles. As discussed in an earlier CIDRAP commentary and more recently by Morawska and Milton (2020) in an open letter to WHO signed by 239 scientists, inhalation of...
small infectious particles is not only biologically plausible, but the epidemiology supports it as an important mode of transmission for SARS-CoV-2, the virus that causes COVID-19.

In summary, though we support mask wearing by the general public, we continue to conclude that cloth masks and face coverings are likely to have limited impact on lowering COVID-19 transmission, because they have minimal ability to prevent the emission of small particles, offer limited personal protection with respect to small particle inhalation, and should not be recommended as a replacement for physical distancing or reducing time in enclosed spaces with many potentially infectious people. We are very concerned about messaging that suggests cloth masks or face coverings can replace physical distancing. We also worry that the public doesn't understand the limitations of cloth masks and face coverings when we observe how many people wear their mask under their nose or even under their mouth, remove their masks when talking to someone nearby, or fail to practice physical distancing when wearing a mask.
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Editor's Note: Also on Jul 16, The following text was changed directly after the "Surgical masks as source control" subhead in the original commentary:

Original: Household studies find very limited effectiveness of surgical masks at reducing respiratory illness in other household members.22-25

Updated: We were able to identify only two household studies in which surgical masks were worn by the index patient only, as source control.24,25 Neither of these found a significant impact on secondary disease transmission, although both studies had important limitations.

The original reference 24 (bin-Reza 2011) was changed to Canini 2010. In an unrelated correction on Jul 16, reference 45 was incorrect and now correctly cites bin-Reza 2012.

In response to the stream of misinformation and misunderstanding about the nature and role of masks and respirators as source control or personal protective equipment (PPE), we critically review the topic to inform ongoing COVID-19 decision-making that relies on science-based data and professional expertise.

As noted in a previous commentary (http://www.cidrap.umn.edu/news-perspective/2020/03/commentary-covid-19-transmission-messages-should-hinge-science), the limited data we have for COVID-19 strongly support the possibility that SARS-CoV-2—the virus that causes COVID-19—is transmitted by inhalation of both droplets and aerosols near the source. It is also likely that people who are pre-symptomatic or asymptomatic throughout the duration of their infection are spreading the disease in this way.

Data lacking to recommend broad mask use
We do not recommend requiring the general public who do not have symptoms of COVID-19-like illness to routinely wear cloth or surgical masks because:

• There is no scientific evidence they are effective in reducing the risk of SARS-CoV-2 transmission
• Their use may result in those wearing the masks to relax other distancing efforts because they have a sense of protection
• We need to preserve the supply of surgical masks for at-risk healthcare workers.
Sweeping mask recommendations—as many have proposed—will not reduce SARS-CoV-2 transmission, as evidenced by the widespread practice of wearing such masks in Hubei province, China, before and during its mass COVID-19 transmission experience earlier this year. Our review of relevant studies indicates that cloth masks will be ineffective at preventing SARS-CoV-2 transmission, whether worn as source control or as PPE.

Surgical masks likely have some utility as source control (meaning the wearer limits virus dispersal to another person) from a symptomatic patient in a healthcare setting to stop the spread of large cough particles and limit the lateral dispersion of cough particles. They may also have very limited utility as source control or PPE in households.

Respirators, though, are the only option that can ensure protection for frontline workers dealing with COVID-19 cases, once all of the strategies for optimizing respirator supply have been implemented.

We do not know whether respirators are an effective intervention as source control for the public. A non-fit-tested respirator may not offer any better protection than a surgical mask. Respirators work as PPE only when they are the right size and have been fit-tested to demonstrate they achieve an adequate protection factor. In a time when respirator supplies are limited, we should be saving them for frontline workers to prevent infection and remain in their jobs.

These recommendations are based on a review of available literature and informed by professional expertise and consultation. We outline our review criteria, summarize the literature that best addresses these criteria, and describe some activities the public can do to help "flatten the curve" and to protect frontline workers and the general public.

We realize that the public yearns to help protect medical professionals by contributing homemade masks, but there are better ways to help.

**Filter efficiency and fit are key for masks, respirators**

The best evidence of mask and respirator performance starts with testing filter efficiency and then evaluating fit (facepiece leakage). Filter efficiency must be measured first. If the filter is inefficient, then fit will be a measure of filter efficiency only and not what is being leaked around the facepiece.

**Filter efficiency**

Masks and respirators work by collecting particles through several physical mechanisms, including diffusion (small particles) and interception and impaction (large particles). N95 filtering facepiece respirators (FFRs) are constructed from electret filter material, with electrostatic attraction for additional collection of all particle sizes.

Every filter has a particle size range that it collects inefficiently. *Above and below this range, particles will be collected with greater efficiency.* For fibrous non-electret filters, this size is about 0.3 micrometers (µm); for electret filters, it ranges from 0.06 to 0.1 µm. When testing, we care most about the point of inefficiency. As flow increases, particles in this range will be collected less efficiently.

The best filter tests use worst-case conditions: high flow rates (80 to 90 liters per minute [L/min]) with particle sizes in the least efficiency range. This guarantees that filter efficiency will be high at
typical, lower flow rates for all particle sizes. Respirator filter certification tests use 84 L/min, well above the typical 10 to 30 L/min breathing rates. The N95 designation means the filter exhibits at least 95% efficiency in the least efficient particle size range.

Studies should also use well-characterized inert particles (not biological, anthropogenic, or naturogenic ones) and instruments that quantify concentrations in narrow size categories, and they should include an N95 FFR or similar respirator as a positive control.

**Fit**

Fit should be a measure of how well the mask or respirator prevents leakage around the facepiece, as noted earlier. Panels of representative human subjects reveal more about fit than tests on a few individuals or mannequins.

Quantitative fit tests that measure concentrations inside and outside of the facepiece are more discriminating than qualitative ones that rely on taste or odor.

**Mask, N95 respirator filtering performance**

Following a recommendation that cloth masks be explored for use in healthcare settings during the next influenza pandemic, The National Institute for Occupational Safety and Health (NIOSH) conducted a study of the filter performance on clothing materials and articles, including commercial cloth masks marketed for air pollution and allergens, sweatshirts, t-shirts, and scarfs.

Filter efficiency was measured across a wide range of small particle sizes (0.02 to 1 µm) at 33 and 99 L/min. N95 respirators had efficiencies greater than 95% (as expected). For the entire range of particles tested, t-shirts had 10% efficiency, scarves 10% to 20%, cloth masks 10% to 30%, sweatshirts 20% to 40%, and towels 40%. All of the cloth masks and materials had near zero efficiency at 0.3 µm, a particle size that easily penetrates into the lungs.

Another study evaluated 44 masks, respirators, and other materials with similar methods and small aerosols (0.08 and 0.22 µm). N95 FFR filter efficiency was greater than 95%. Medical masks exhibited 55% efficiency, general masks 38% and handkerchiefs 2% (one layer) to 13% (four layers).

These studies demonstrate that cloth or homemade masks will have very low filter efficiency (2% to 38%). Medical masks are made from a wide range of materials, and studies have found a wide range of filter efficiency (2% to 98%), with most exhibiting 30% to 50% efficiency.

We reviewed other filter efficiency studies of makeshift cloth masks made with various materials. Limitations included challenge aerosols that were poorly characterized or too large or flow rates that were too low.

**Mask and respirator fit**

Regulators have not developed guidelines for cloth or surgical mask fit. N95 FFRs must achieve a fit factor (outside divided by inside concentration) of at least 100, which means that the facepiece must lower the outside concentration by 99%, according to the OSHA respiratory protection standard. When fit is measured on a mask with inefficient filters, it is really a measure of the collection of particles by the filter plus how well the mask prevents particles from leaking around the facepiece.
Several studies have measured the fit of masks made of cloth and other homemade materials.\textsuperscript{13,18,19} We have not used their results to evaluate mask performance, because none measured filter efficiency or included respirators as positive controls.

One study of surgical masks showing relatively high efficiencies of 70\% to 95\% using NIOSH test methods measured total mask efficiencies (filter plus facepiece) of 67\% to 90\%.\textsuperscript{7} These results illustrate that surgical masks, even with relatively efficient filters, do not fit well against the face.

In sum, cloth masks exhibit very low filter efficiency. Thus, even masks that fit well against the face will not prevent inhalation of small particles by the wearer or emission of small particles from the wearer.

One study of surgical mask fit described above suggests that poor fit can be somewhat offset by good filter collection, but will not approach the level of protection offered by a respirator. The problem is, however, that many surgical masks have very poor filter performance. Surgical masks are not evaluated using worst-case filter tests, so there is no way to know which ones offer better filter efficiency.

**Studies of performance in real-world settings**
Before recommending them, it's important to understand how masks and respirators perform in households, healthcare, and other settings.

**Cloth masks as source control**
A historical overview of cloth masks notes their use in US healthcare settings starting in the late 1800s, first as source control on patients and nurses and later as PPE by nurses.\textsuperscript{20}

Kellogg,\textsuperscript{21} seeking a reason for the failure of cloth masks required for the public in stopping the 1918 influenza pandemic, found that the number of cloth layers needed to achieve acceptable efficiency made them difficult to breathe through and caused leakage around the mask. We found no well-designed studies of cloth masks as source control in household or healthcare settings.

In sum, given the paucity of information about their performance as source control in real-world settings, along with the extremely low efficiency of cloth masks as filters and their poor fit, there is no evidence to support their use by the public or healthcare workers to control the emission of particles from the wearer.

**Surgical masks as source control**
We were able to identify only two household studies in which surgical masks were worn by the index patient only, as source control.\textsuperscript{24,25} Neither of these found a significant impact on secondary disease transmission, although both studies had important limitations.

Clinical trials in the surgery theater have found no difference in wound infection rates with and without surgical masks.\textsuperscript{26-29} Despite these findings, it has been difficult for surgeons to give up a long-standing practice.\textsuperscript{30}

There is evidence from laboratory studies with coughing infectious subjects that surgical masks are effective at preventing emission of large particles\textsuperscript{31-34} and minimizing lateral dispersion of cough
particles, but with simultaneous displacement of aerosol emission upward and downward from the mask.\textsuperscript{35}

There is some evidence that surgical masks can be effective at reducing overall particle emission from patients who have multidrug-resistant tuberculosis,\textsuperscript{36} cystic fibrosis,\textsuperscript{34} and influenza.\textsuperscript{33} The latter found surgical masks decreased emission of large particles (larger than 5 $\mu$m) by 25-fold and small particles by threefold from flu-infected patients.\textsuperscript{33} Sung\textsuperscript{37} found a 43\% reduction in respiratory viral infections in stem-cell patients when everyone, including patients, visitors, and healthcare workers, wore surgical masks.

In sum, wearing surgical masks in households appears to have very little impact on transmission of respiratory disease. One possible reason may be that masks are not likely worn continuously in households. These data suggest that surgical masks worn by the public will have no or very low impact on disease transmission during a pandemic.

There is no evidence that surgical masks worn by healthcare workers are effective at limiting the emission of small particles or in preventing contamination of wounds during surgery.

There is moderate evidence that surgical masks worn by patients in healthcare settings can lower the emission of large particles generated during coughing and limited evidence that small particle emission may also be reduced.

**N95 FFRs as source control**

Respirator use by the public was reviewed by NIOSH (https://blogs.cdc.gov/niosh-science-b/): (1) untrained users will not wear respirators correctly, (2) non-fit tested respirators are not likely to fit, and (3) improvised cloth masks do not provide the level of protection of a fit-tested respirator.

There are few studies examining the effectiveness of respirators on patients. An N95 FFR on coughing human subjects showed greater effectiveness at limiting lateral particle dispersion than surgical masks (15 cm and 30 cm dispersion, respectively) in comparison to no mask (68 cm).\textsuperscript{35} Cystic fibrosis patients reported that surgical masks were tolerable for short periods, but N95 FFRs were not.\textsuperscript{34}

In summary, N95 FFRs on patients will not be effective and may not be appropriate, particularly if they have respiratory illness or other underlying health conditions. Given the current extreme shortages of respirators needed in healthcare, we do not recommend the use of N95 FFRs in public or household settings.

**Cloth masks as PPE**

A randomized trial comparing the effect of medical and cloth masks on healthcare worker illness found that those wearing cloth masks were 13 times more likely to experience influenza-like illness than those wearing medical masks.\textsuperscript{38}

In sum, very poor filter and fit performance of cloth masks described earlier and very low effectiveness for cloth masks in healthcare settings lead us conclude that cloth masks offer no protection for healthcare workers inhaling infectious particles near an infected or confirmed patient.
Surgical masks as PPE
Several randomized trials have not found any statistical difference in the efficacy of surgical masks versus N95 FFRs at lowering infectious respiratory disease outcomes for healthcare workers.\textsuperscript{39-43} Most reviews have failed to find any advantage of one intervention over the other.\textsuperscript{23,44-48} Recent meta-analyses found that N95 FFRs offered higher protection against clinical respiratory illness\textsuperscript{49,50} and lab-confirmed bacterial infections,\textsuperscript{49} but not viral infections or influenza-like illness.\textsuperscript{49}

A recent pooled analysis of two earlier trials comparing medical masks and N95 filtering facepiece respirators \textbf{with controls} (no protection) found that healthcare workers continuously wearing N95 FFRs were 54\% less likely to experience respiratory viral infections than controls ($P = 0.03$), while those wearing medical masks were only 12\% less likely than controls ($P = 0.48$; result is not significantly different from zero).\textsuperscript{51}

While the data supporting the use of surgical masks as PPE in real-world settings are limited, the two meta-analyses and the most recent randomized controlled study\textsuperscript{51} combined with evidence of moderate filter efficiency and complete lack of facepiece fit lead us to conclude that surgical masks offer very low levels of protection for the wearer from aerosol inhalation. There may be some protection from droplets and liquids propelled directly onto the mask, but a faceshield would be a better choice if this is a concern.

N95 FFRs as PPE
A retrospective cohort study found that nurses' risk of SARS (severe acute respiratory syndrome, also caused by a coronavirus) was lower with consistent use of N95 FFRs than with consistent use of a surgical mask.\textsuperscript{52}

In sum, this study, the meta-analyses, randomized controlled trial described above,\textsuperscript{49,51} and laboratory data showing high filter efficiency and high achievable fit factors lead us to conclude that N95 FFRs offer superior protection from inhalable infectious aerosols likely to be encountered when caring for suspected or confirmed COVID-19 patients.

The precautionary principle supports higher levels of respiratory protection, such as powered air-purifying respirators, for aerosol-generating procedures such as intubation, bronchoscopy, and acquiring respiratory specimens.

Conclusions
While this is not an exhaustive review of masks and respirators as source control and PPE, we made our best effort to locate and review the most relevant studies of laboratory and real-world performance to inform our recommendations. Results from laboratory studies of filter and fit performance inform and support the findings in real-world settings.

Cloth masks are ineffective as source control and PPE, surgical masks have some role to play in preventing emissions from infected patients, and respirators are the best choice for protecting healthcare and other frontline workers, but not recommended for source control. These recommendations apply to pandemic and non-pandemic situations.
Leaving aside the fact that they are ineffective, telling the public to wear cloth or surgical masks could be interpreted by some to mean that people are safe to stop isolating at home. It's too late now for anything but stopping as much person-to-person interaction as possible.

Masks may confuse that message and give people a false sense of security. If masks had been the solution in Asia, shouldn't they have stopped the pandemic before it spread elsewhere?

**Ways to best protect health workers**

We recommend that healthcare organizations follow [US Centers for Disease Control and Prevention (CDC) guidance](https://www.cdc.gov/coronavirus/2019-ncov/hcp/respirators-strategy/index.html) by moving first through conventional, then contingency, and finally crisis scenarios to optimize the supply of respirators. We recommend using the CDC's [burn rate calculator](https://www.cdc.gov/coronavirus/2019-ncov/hcp/ppe-strategy/burn-calculator.html) to help identify areas to reduce N95 consumption and working down the [CDC checklist](https://www.cdc.gov/coronavirus/2019-ncov/hcp/checklist-n95-strategy.html) for a strategic approach to extend N95 supply.

For readers who are disappointed in our recommendations to stop making cloth masks for themselves or healthcare workers, we recommend instead pitching in to locate N95 FFRs and other types of respirators for healthcare organizations. Encourage your local or state government to organize and reach out to industries to locate respirators not currently being used in the non-healthcare sector and [coordinate donation efforts](https://www.cnbc.com/2020/03/25/apple-and-facebook-face-masks-were-stockpiled-after-wildfires.html) to frontline health workers.
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One Virus Particle Is Enough To Cause Infectious Disease

Date: March 14, 2009

Source: Wageningen University and Research Centre

Summary: Can exposure to a single virus particle lead to infection or disease? Until now, solid proof has been lacking. Experimental research with insect larvae has shown that one virus particle is theoretically enough to cause infection and subsequent disease.

Can exposure to a single virus particle lead to infection or disease? Until now, solid proof has been lacking. Experimental research with insect larvae at Wageningen University and Simon Fraser University in Canada has shown that one virus particle is theoretically enough to cause infection and subsequent disease.

A virus population is usually composed of a collection of variants of virus particles. In order to investigate whether virus particles (virions) can cause an infection independently from each other, and therefore individually, the researchers set up an experiment with two 'marked' virus variants. They exposed a population of hosts (caterpillars) to both variants.

The experiment showed that exposure to a low dosage of virus particles resulted in a small number host infections (20%). The majority of these hosts (86%) turned out to be infected by a single virus genotype. In contrast, exposure to a high dosage of virus particles resulted in virtually all the hosts (99%) becoming infected, where most of the hosts were infected by both types of virus. Only 14% were infected by only one of the two variants.

Based on the assumption that every virus particle operates independently from all other virus particles, the researchers set up a probability model. This model predicts how many virus particles have caused an infection and how many different virus genotypes are present in infected hosts, such as plants, insects or people. The results of the infection experiment with the susceptible insects are in agreement with the model predictions. From this it can be derived that the virus particles have an independent effect, and that a single virus particle can indeed cause infection and/or disease.

If there are few virus particles that lead to an infection, the number of virus particles determines the degree of diversity that can be present within the host. This is an important finding because the interactions between virus variants, such as competition and exchanging genetic information, determine the progression of disease and the evolution of the virus.

Until now, it was unclear whether a virus must be seen as an individual that can infect a host independently, or whether a cloud of viruses 'cooperates' to cause an infection. It is not yet known if the viruses that affect people can also act individually, but this research shows that it is possible.

The researchers recently published this finding in the *Proceedings of the Royal Society B*. 

https://www.sciencedaily.com/releases/2009/03/090313150254.htm
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Aug. 14, 2017 — Imaging the movement of a virus demonstrates that single-particle X-ray scattering has the potential to shed new light on key molecular processes, like viral infection, when paired with powerful new ...
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Feb. 13, 2017 — Approximately 98 percent of all adults are infected with the Epstein-Barr virus. In rare cases, an infection with this virus causes cancer. Scientists have now discovered that a component of the ...
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Measles (Rubeola)

Transmission of Measles

Measles is highly contagious. It spreads when an infected person coughs or sneezes.

Measles is a highly contagious virus that lives in the nose and throat mucus of an infected person. It can spread to others through coughing and sneezing. Also, measles virus can live for up to two hours in an airspace where the infected person coughed or sneezed.

If other people breathe the contaminated air or touch the infected surface, then touch their eyes, noses, or mouths, they can become infected. Measles is so contagious that if one person has it, up to 90% of the people close to that person who are not immune will also become infected.

Infected people can spread measles to others from four days before through four days after the rash appears.

Measles is a disease of humans; measles virus is not spread by any other animal species.

Call your doctor immediately if you think you or your child have been exposed.
Droplets and Aerosols in the Transmission of SARS-CoV-2

TO THE EDITOR: Anfinrud et al. now illustrate in the Journal1 how liquid droplets exhaled during speech can linger in the air. The large particles to which they refer remain airborne only briefly before settling because of gravity; these particles may pose a threat of infection if they are inhaled by persons close by as well as a contact hazard if they are transferred to another person’s nasal or oral passages. In this way, persons infected with severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) may contribute to the spread of the infection.

Breathing and talking also produce smaller and much more numerous particles, known as aerosol particles, than those visualized in the laser experiment of Anfinrud and colleagues.2–4 Certain persons called “super spreaders” produce many more aerosol particles than other persons. The diameters of these particles are in the micron range. These particles are too small to settle because of gravity, but they are carried by air currents and dispersed by diffusion and air turbulence.

Inhaled droplets and aerosol particles have different sites of deposition in the recipient. Inhaled droplets are deposited in the upper regions of the respiratory tract, from which they may be removed in nasal secretions or carried upward by the mucociliary escalator, to be expelled or swallowed. In contrast, inhaled aerosolized particles can penetrate to the depths of the lungs, where they may be deposited in the alveoli.

A recent study, the results of which were also published in the Journal, showed that experimentally produced aerosols containing SARS-CoV-2 virions remained infectious in tissue-culture assays, with only a slight reduction in infectivity during a 3-hour period of observation.5 Aerosols from infected persons may therefore pose an inhalation threat even at considerable distances and in enclosed spaces, particularly if there is poor ventilation. The possible contribution of infective aerosols to the current pandemic suggests the advisability of wearing a suitable mask whenever it is thought that infected persons may be nearby and of providing adequate ventilation of enclosed spaces where such persons are known to be or may recently have been.

Matthew Meselson, Ph.D.
Harvard University
Cambridge, MA
msm@wjh.harvard.edu

Disclosure forms provided by the author are available with the full text of this letter at NEJM.org.
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Abstract

Objective: To identify common features of cases with novel coronavirus disease (COVID-19) so as to better understand what factors promote secondary transmission including superspreading events.

Methods: A total of 110 cases were examined among eleven clusters and sporadic cases, and investigated who acquired infection from whom. The clusters included four in Tokyo and one each in Aichi, Fukuoka, Hokkaido, Ishikawa, Kanagawa and Wakayama prefectures. The number of secondary cases generated by each primary case was calculated using contact tracing data.

Results: Of the 110 cases examined, 27 (24.6%) were primary cases who generated secondary cases. The odds that a primary case transmitted COVID-19 in a closed environment was 18.7 times greater compared to an open-air environment (95% confidence interval [CI]: 6.0, 57.9).

Conclusions: It is plausible that closed environments contribute to secondary transmission of COVID-19 and promote superspreading events. Our findings are also consistent with the declining incidence of COVID-19 cases in China, as gathering in closed environments was prohibited in the wake of the rapid spread of the disease.
Introduction

Although the incidence of coronavirus disease 2019 (COVID-19) in China began to decrease in February 2020, many countries are struggling with containment of the disease. To effectively reduce the spread of COVID-19, it is vital to identify common features of cases so as to better understand what factors promote superspreading events, wherein an extraordinarily large number of secondary transmissions are produced by a single primary case. Commissioned by the Minister of the Ministry of Health, Labour, and Welfare of Japan, we collected secondary transmission data with the aim of identifying high risk transmission settings.

Methods

As of 28 February 2020, we examined a total of 110 cases among eleven clusters and sporadic cases, and investigated who acquired infection from whom. The clusters included four in Tokyo and one each in Aichi, Fukuoka, Hokkaido, Ishikawa, Kanagawa and Wakayama prefectures. All traced transmission events were examined in relation to close contact in indoor environments, including fitness gyms, a restaurant boat on a river, hospitals, and a snow festival where there were eating spaces in tents with minimal ventilation rate. The number of secondary cases generated by each primary case was calculated using contact tracing data.

Results

Of the 110 cases examined, 27 (24.6%) were primary cases who generated secondary cases. Figure 1 shows the distribution of these transmissions, of which the mean and variance were 0.6 cases and 2.5 cases, respectively. The odds that a primary
case transmitted COVID-19 in a closed environment was 18.7 times greater compared to an open-air environment (95% confidence interval [CI]: 6.0, 57.9).

If superspreading events are defined as events where the number of secondary cases generated by a single primary case is greater than the 95th percentile of the distribution (i.e. transmission to three or more persons), then seven of the 110 cases (6.4%) were involved in such events. Six of these events (85.7%) took place in closed environments, and the odds ratio (OR) of superspreading events in closed environments was as high as 32.6 (95% CI: 3.7, 289.5).

Discussion

It is plausible that closed environments contribute to secondary transmission of COVID-19 and promote superspreading events. Closed environments are consistent with environmental sampling study\(^4\) and also large-scale COVID-19 transmission events such as that of the ski chalet-associated cluster in France and the church- and hospital-associated clusters in South Korea\(^5\). Our findings are also consistent with the declining incidence of COVID-19 cases in China, as gathering in closed environments was prohibited in the wake of the rapid spread of the disease.

Reduction of unnecessary close contact in closed environments may help prevent large case clusters and superspreading events. We hope that with such a reduction in contact the reproduction number of COVID-19 in Japan will be maintained below 1 and contact tracing will be sufficient to contain disease spread.\(^6\) As the possibility of confounders and interactions was not assessed in this study, additional studies must be conducted to verify the importance of closed environments as facilitators for transmission of COVID-19.
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Figure legend

Figure 1. The distribution of the number of secondary cases generated by a single primary case with novel coronavirus (COVID-19). The mean and variance were 0.6 cases and 2.5 cases\(^2\), respectively.
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A cluster randomised trial of cloth masks compared with medical masks in healthcare workers

C Raina MacIntyre,1 Holly Seale,1 Tham Chi Dung,2 Nguyen Tran Hien,2 Phan Thi Ngã,2 Abrar Ahmad Chughtai,1 Bayzidur Rahman,1 Dominic E Dwyer,3 Quanyi Wang4

ABSTRACT

Objective: The aim of this study was to compare the efficacy of cloth masks to medical masks in hospital healthcare workers (HCWs). The null hypothesis is that there is no difference between medical masks and cloth masks.


Participants: 1607 hospital HCWs aged ≥18 years working full-time in selected high-risk wards.

Intervention: Hospital wards were randomised to: medical masks, cloth masks or a control group (usual practice, which included mask wearing). Participants used the mask on every shift for 4 consecutive weeks.

Main outcome measure: Clinical respiratory illness (CRI), influenza-like illness (ILI) and laboratory-confirmed respiratory virus infection.

Results: The rates of all infection outcomes were highest in the cloth mask arm, with the rate of ILI statistically significantly higher in the cloth mask arm (relative risk (RR)=13.00, 95% CI 1.69 to 100.07) compared with the medical mask arm. Cloth masks also had significantly higher rates of ILI compared with the control arm. An analysis by mask use showed ILI (RR=6.64, 95% CI 1.45 to 28.65) and laboratory-confirmed virus (RR=1.72, 95% CI 1.01 to 2.94) were significantly higher in the cloth mask group compared with the medical mask group. Penetration of cloth masks by particles was almost 97% and medical masks 44%.

Conclusions: This study is the first RCT of cloth masks, and the results caution against the use of cloth masks. This is an important finding to inform occupational health and safety. Moisture retention, re-use of cloth masks and poor filtration may result in increased risk of infection. Further research is needed to inform the widespread use of cloth masks globally. However, as a precautionary measure, cloth masks should not be recommended for HCWs, particularly in high-risk situations, and guidelines need to be updated.

Trial registration number: Australian New Zealand Clinical Trials Registry: ACTRN12610000887077.

Strengths and limitations of this study

- The use of cloth masks is widespread around the world, particularly in countries at high-risk for emerging infections, but there have been no efficacy studies to underpin their use.
- This study is large, a prospective randomised clinical trial (RCT) and the first RCT ever conducted of cloth masks.
- The use of cloth masks are not addressed in most guidelines for health care workers—this study provides data to update guidelines.
- The control arm was ‘standard practice’, which comprised mask use in a high proportion of participants. As such (without a no-mask control), the finding of a much higher rate of infection in the cloth mask arm could be interpreted as harm caused by cloth masks, efficacy of medical masks, or most likely a combination of both.

INTRODUCTION

The use of facemasks and respirators for the protection of healthcare workers (HCWs) has received renewed interest following the 2009 influenza pandemic,1 and emerging infectious diseases such as avian influenza,2 Middle East respiratory syndrome coronavirus (MERS-coronavirus)3–4 and Ebola virus.5 Historically, various types of cloth/cotton masks (referred to here after as ‘cloth masks’) have been used to protect HCWs.6 Disposable medical/surgical masks (referred to here after as ‘medical masks’) were introduced into healthcare in the mid 19th century, followed later by respirators.7 Compared with other parts of the world, the use of face masks is more prevalent in Asian countries, such as China and Vietnam.8–11 In high resource settings, disposable medical masks and respirators have long since replaced the use of cloth masks in hospitals. Yet cloth masks remain widely used...
globally, including in Asian countries, which have historically been affected by emerging infectious diseases, as well as in West Africa, in the context of shortages of personal protective equipment (PPE). It has been shown that medical research disproportionately favours diseases of wealthy countries, and there is a lack of research on the health needs of poorer countries. Further, there is a lack of high-quality studies around the use of facemasks and respirators in the healthcare setting, with only four randomised clinical trials (RCTs) to date. Despite widespread use, cloth masks are rarely tested for efficacy in a RCT. Very few studies have been conducted around the clinical effectiveness of cloth masks, and most available studies are observational or in vitro. Emerging infectious diseases are not constrained within geographical borders, so it is important for global disease control that use of cloth masks be underpinned by evidence. The aim of this study was to determine the efficacy of cloth masks compared with medical masks in HCWs working in high-risk hospital wards, against the prevention of respiratory infections.

METHODS
A cluster-randomised trial of medical and cloth mask use for HCWs was conducted in 14 hospitals in Hanoi, Vietnam. The trial started on the 3 March 2011, with rolling recruitment undertaken between 3 March 2011 and 10 March 2011. Participants were followed during the same calendar time for 4 weeks of facemasks use and then one additional week for appearance of symptoms. An invitation letter was sent to 32 hospitals in Hanoi, of which 16 agreed to participate. One hospital did not meet the eligibility criteria; therefore, 74 wards in 15 hospitals were randomised. Following the randomisation process, one hospital withdrew from the study because of a nosocomial outbreak of rubella.

Participants provided written informed consent prior to initiation of the trial.

Randomisation
Seventy-four wards (emergency, infectious/respiratory disease, intensive care and paediatrics) were selected as high-risk settings for occupational exposure to respiratory infections. Cluster randomisation was used because the outcome of interest was respiratory infectious diseases, where prevention of one infection in an individual can prevent a chain of subsequent transmission in closed settings. Epi info V.6 was used to generate a randomisation allocation and 74 wards were randomly allocated to the interventions.

From the eligible wards 1868 HCWs were approached to participate. After providing informed consent, 1607 participants were randomised by ward to three arms: (1) medical masks at all times on their work shift; (2) cloth masks at all times on shift or (3) control arm (standard practice, which may or may not include mask use). Standard practice was used as control because the IRB deemed it unethical to ask participants to not wear a mask. We studied continuous mask use (defined as wearing masks all the time during a work shift, except while in the toilet or during tea or lunch breaks) because this reflects current practice in high-risk settings in Asia.
The laboratory results were blinded and laboratory testing was conducted in a blinded fashion. As facemask use is a visible intervention, clinical end points could not be blinded. Figure 1 outlines the recruitment and randomisation process.

Primary end points

There were three primary end points for this study, used in our previous mask RCTs: (1) Clinical respiratory illness (CRI), defined as two or more respiratory symptoms or one respiratory symptom and a systemic symptom; (2) influenza-like illness (ILI), defined as fever ≥38°C plus one respiratory symptom and (3) laboratory-confirmed viral respiratory infection. Laboratory confirmation was by nucleic acid detection using multiplex reverse transcriptase PCR (RT-PCR) for 17 respiratory viruses: respiratory syncytial virus (RSV) A and B, human metapneumovirus (hMPV), influenza A (H3N2), (H1N1)pdm09, influenza B, parainfluenza viruses 1–4, influenza C, rhinoviruses, severe acute respiratory syndrome (SARS) associated coronavirus (SARS-CoV), coronaviruses 229E, NL63, OC43 and HKU1, adenoviruses and human bocavirus (hBoV). Additional end points included compliance with mask use, defined as using the mask during the shift for 70% or more of work shift hours. HCWs were categorised as ‘compliant’ if the average use was equal or more than 70% of the working time. HCW were categorised as ‘non-compliant’ if the average mask use was less than 70% of the working time.

Eligibility

Nurses or doctors aged ≥18 years working full-time were eligible. Exclusion criteria were: (1) Unable or refused to consent; (2) Beards, long moustaches or long facial hair stubble; (3) Current respiratory illness, rhinitis and/or allergy.

Intervention

Participants wore the mask on every shift for four consecutive weeks. Participants in the medical mask arm were supplied with two masks daily for each 8 h shift, while participants in the cloth mask arm were provided with five masks in total for the study duration, which they were asked to wash and rotate over the study period. They were asked to wash cloth masks with soap and water every day after finishing the shifts. Participants were supplied with written instructions on how to clean their cloth masks. Masks used in the study were locally manufactured medical (three layer, made of non-woven material) or cloth masks (two layer, made of cotton) commonly used in Vietnamese hospitals. The control group was asked to continue with their normal practices, which may or may not have included mask wearing. Mask wearing was measured and documented for all participants, including the control arm.

Data collection and follow-up

Data on sociodemographic, clinical and other potential confounding factors were collected at baseline. Participants were followed up daily for 4 weeks (active intervention period), and for an extra week of standard practice, in order to document incident infection after incubation. Participants received a thermometer (traditional glass and mercury) to measure their temperature daily and at symptom onset. Daily diary cards were provided to record number of hours worked and mask use, estimated number of patient contacts (with/without ILI) and number/type of aerosol-generating procedures (AGPs) conducted, such as suctioning of airways, sputum induction, endotracheal intubation and bronchoscopy. Participants in the cloth mask and control group (if they used cloth masks) were also asked to document the process used to clean their mask after use.

We also monitored compliance with mask use by a previously validated self-reporting mechanism. Participants were contacted daily to identify incident cases of respiratory infection. If participants were symptomatic, swabs of both tonsils and the posterior pharyngeal wall were collected on the day of reporting.

Sample collection and laboratory testing

Trained collectors used double rayon-tipped, plastic-shafted swabs to scratch tonsillar areas as well as the posterior pharyngeal wall of symptomatic participants. Testing was conducted using RT-PCR applying published methods. Viral RNA was extracted from each respiratory specimen using the Viral RNA Mini kit (Qiagen, Germany), following the manufacturer’s instructions. The RNA extraction step was controlled by amplification of a RNA house-keeping gene (amplify pGEM) using real-time RT-PCR. Only extracted samples with the house keeping gene detected by real-time RT-PCR were submitted for multiplex RT-PCR for viruses.

The reverse transcription and PCRs were performed in OneStep (Qiagen, Germany) to amplify viral target genes, and then in five multiplex RT-PCR: RSV A/B, influenza A/H3N2, A/H1N1 and B viruses, hMPV (reaction mix 1); parainfluenza viruses 1–4 (reaction mix 2); rhinoviruses, influenza C virus, SARS-CoV (reaction mix 3); coronaviruses OC43, 229E, NL63 and HKU1 (reaction mix 4); and adenoviruses and hBoV (reaction mix 5), using a method published by others. All samples with viruses detected by multiplex RT-PCR were confirmed by virus-specific nested or hemi-nested PCR. Positive controls were prepared by in vitro transcription to control amplification efficacy and monitor for false negatives, and included in all runs (except for NL63 and HKU1). Each run always included two negatives to monitor amplification quality. Specimen processing, RNA extraction, PCR amplification and PCR product analyses were conducted in different rooms to avoid cross-contamination.
Filtration testing
The filtration performance of the cloth and medical masks was tested according to the respiratory standard AS/NZS1716.24 The equipment used was a TSI 8110 Filter tester. To test the filtration performance, the filter is challenged by a known concentration of sodium chloride particles of a specified size range and at a defined flow rate. The particle concentration is measured before and after adding the filter material and the relative filtration efficiency is calculated. We examined the performance of cloth masks compared with the performance levels—P1, P2 (=N95) and P3, as used for assessment of all particulate filters for respiratory protection. The 3M 9320 N95 and 3M VFlex 9105 N95 were used to compare against the cloth and medical masks.

Sample size calculation
To obtain 80% power at two-sided 5% significance level for detecting a significant difference of attack rate between medical masks and cloth masks, and for a rate of infection of 13% for cloth mask wearers compared with 6% in medical mask wearers, we would need eight clusters per arm and 530 participants in each arm, and intracluster correlation coefficient (ICC) 0.027, obtained from our previous study.25 The design effect (deff) for this cluster randomisation trial was 1.65 (deff=1+(m−1)×ICC=1+(25−1)×0.027=1.65). As such, we aimed to recruit a sample size of 1600 participants from up to 15 hospitals.

Analysis
Descriptive statistics were compared among intervention and control arms. Primary end points were analysed by intention to treat. We compared the event rates for the intervention and control arms. Primary end points were analysed by descriptive statistics were compared among intervention and control arms. We checked for clustering using a log-binomial model under generalised estimating equation (GEE) framework.27 We also estimated relative risk (RR) after adjusting for clustering here. All statistical analyses were conducted using STATA V.12.28

Owing to a very high level of mask use in the control arm, we were unable to determine whether the differences between the medical and cloth mask arms were due to a protective effect of medical masks or a detrimental effect of cloth masks. To assist in interpreting the data, we compared rates of infection in the medical mask arm with rates observed in medical mask arms from two previous RCTs8,9 in which no efficacy of medical masks could be demonstrated when compared with control or N95 respirators, recognising that seasonal and geographic variation in virus activity affects the rates of exposure (and hence rates of infection outcomes) among HCWs. This analysis was possible because the trial designs were similar and the same outcomes were measured in all three trials. The analysis was carried out to determine if the observed results were explained by a detrimental effect of cloth masks or a protective effect of medical masks.

RESULTS
A total of 1607 HCWs were recruited into the study. The participation rate was 86% (1607/1868). The average number of participants per ward was 23 and the mean age was 36 years. On average, HCWs were in contact with 36 patients per day during the trial period (range 0–661 patients per day, median 20 patients per day). The distribution of demographic variables was generally similar between arms (table 1). Figure 2 shows the primary outcomes for each of the trial arms. The rates of CRI, ILI and laboratory-confirmed virus infections were lowest in the medical mask arm, followed by the control arm, and highest in the cloth mask arm.

Table 2 shows the intention-to-treat analysis. The rate of CRI was highest in the cloth mask arm, followed by the control arm, and lowest in the medical mask arm. The same trend was seen for ILI and laboratory tests confirmed viral infections. In intention-to-treat analysis, ILI was significantly higher among HCWs in the cloth masks group (RR=13.25 and 95% CI 1.74 to 100.97), compared with the medical masks group. The rate of ILI was also significantly higher in the cloth masks arm (RR=3.49 and 95% CI 1.00 to 12.17), compared with the control arm. Other outcomes were not statistically significant between the three arms.

Among the 68 laboratory-confirmed cases, 58 (85%) were due to rhinoviruses. Other viruses detected were hMPV (7 cases), influenza B (1 case), hMPV/rhinovirus co-infection (1 case) and influenza B/rhinovirus co-infection (1 case) (table 3). No influenza A or RSV infections were detected.

Compliance was significantly higher in the cloth mask arm (RR=2.41, 95% CI 2.01 to 2.88) and medical masks

model, to estimate RR after adjusting for potential confounders. As we pooled data of participants from all three arms and analysed by mask type, not trial arm, we did not adjust for clustering here. All statistical analyses were conducted using STATA V.12.28

Owing to a very high level of mask use in the control arm, we were unable to determine whether the differences between the medical and cloth mask arms were due to a protective effect of medical masks or a detrimental effect of cloth masks. To assist in interpreting the data, we compared rates of infection in the medical mask arm with rates observed in medical mask arms from two previous RCTs8,9 in which no efficacy of medical masks could be demonstrated when compared with control or N95 respirators, recognising that seasonal and geographic variation in virus activity affects the rates of exposure (and hence rates of infection outcomes) among HCWs. This analysis was possible because the trial designs were similar and the same outcomes were measured in all three trials. The analysis was carried out to determine if the observed results were explained by a detrimental effect of cloth masks or a protective effect of medical masks.

RESULTS
A total of 1607 HCWs were recruited into the study. The participation rate was 86% (1607/1868). The average number of participants per ward was 23 and the mean age was 36 years. On average, HCWs were in contact with 36 patients per day during the trial period (range 0–661 patients per day, median 20 patients per day). The distribution of demographic variables was generally similar between arms (table 1). Figure 2 shows the primary outcomes for each of the trial arms. The rates of CRI, ILI and laboratory-confirmed virus infections were lowest in the medical mask arm, followed by the control arm, and highest in the cloth mask arm.

Table 2 shows the intention-to-treat analysis. The rate of CRI was highest in the cloth mask arm, followed by the control arm, and lowest in the medical mask arm. The same trend was seen for ILI and laboratory tests confirmed viral infections. In intention-to-treat analysis, ILI was significantly higher among HCWs in the cloth masks group (RR=13.25 and 95% CI 1.74 to 100.97), compared with the medical masks group. The rate of ILI was also significantly higher in the cloth masks arm (RR=3.49 and 95% CI 1.00 to 12.17), compared with the control arm. Other outcomes were not statistically significant between the three arms.

Among the 68 laboratory-confirmed cases, 58 (85%) were due to rhinoviruses. Other viruses detected were hMPV (7 cases), influenza B (1 case), hMPV/rhinovirus co-infection (1 case) and influenza B/rhinovirus co-infection (1 case) (table 3). No influenza A or RSV infections were detected.

Compliance was significantly higher in the cloth mask arm (RR=2.41, 95% CI 2.01 to 2.88) and medical masks

model, to estimate RR after adjusting for potential confounders. As we pooled data of participants from all three arms and analysed by mask type, not trial arm, we did not adjust for clustering here. All statistical analyses were conducted using STATA V.12.28

Owing to a very high level of mask use in the control arm, we were unable to determine whether the differences between the medical and cloth mask arms were due to a protective effect of medical masks or a detrimental effect of cloth masks. To assist in interpreting the data, we compared rates of infection in the medical mask arm with rates observed in medical mask arms from two previous RCTs8,9 in which no efficacy of medical masks could be demonstrated when compared with control or N95 respirators, recognising that seasonal and geographic variation in virus activity affects the rates of exposure (and hence rates of infection outcomes) among HCWs. This analysis was possible because the trial designs were similar and the same outcomes were measured in all three trials. The analysis was carried out to determine if the observed results were explained by a detrimental effect of cloth masks or a protective effect of medical masks.

RESULTS
A total of 1607 HCWs were recruited into the study. The participation rate was 86% (1607/1868). The average number of participants per ward was 23 and the mean age was 36 years. On average, HCWs were in contact with 36 patients per day during the trial period (range 0–661 patients per day, median 20 patients per day). The distribution of demographic variables was generally similar between arms (table 1). Figure 2 shows the primary outcomes for each of the trial arms. The rates of CRI, ILI and laboratory-confirmed virus infections were lowest in the medical mask arm, followed by the control arm, and highest in the cloth mask arm.

Table 2 shows the intention-to-treat analysis. The rate of CRI was highest in the cloth mask arm, followed by the control arm, and lowest in the medical mask arm. The same trend was seen for ILI and laboratory tests confirmed viral infections. In intention-to-treat analysis, ILI was significantly higher among HCWs in the cloth masks group (RR=13.25 and 95% CI 1.74 to 100.97), compared with the medical masks group. The rate of ILI was also significantly higher in the cloth masks arm (RR=3.49 and 95% CI 1.00 to 12.17), compared with the control arm. Other outcomes were not statistically significant between the three arms.

Among the 68 laboratory-confirmed cases, 58 (85%) were due to rhinoviruses. Other viruses detected were hMPV (7 cases), influenza B (1 case), hMPV/rhinovirus co-infection (1 case) and influenza B/rhinovirus co-infection (1 case) (table 3). No influenza A or RSV infections were detected.

Compliance was significantly higher in the cloth mask arm (RR=2.41, 95% CI 2.01 to 2.88) and medical masks

arm (RR=2.40, 95% CI 2.00 to 2.87), compared with the control arm. Figure 3 shows the percentage of participants who were compliant in the three arms. A post-hoc analysis adjusted for compliance and other potential confounders showed that the rate of ILI was significantly higher in the cloth mask arm (RR=13.00, 95% CI 1.69 to 100.07), compared with the medical masks arm (table 4). There was no significant difference between the medical mask and control arms. Hand washing was significantly protective against laboratory-confirmed viral infection (RR=0.66, 95% CI 0.44 to 0.97).

In the control arm, 170/458 (37%) used medical masks, 38/458 (8%) used cloth masks, and 245/458 (53%) used a combination of both medical and cloth masks during the study period. The remaining 1% either reported using a N95 respirator (n=3) or did not use any masks (n=2).

Table 5 shows an additional analysis comparing all participants who used only a medical mask (from the control arm and the medical mask arm) with all participants who used only a cloth mask (from the control arm and the cloth arm). In the univariate analysis, all outcomes were significantly higher in the cloth mask group, compared with the medical masks group. After adjusting for other factors, ILI (RR=6.64, 95% CI 1.45 to 28.65) and laboratory-confirmed virus (RR=1.72, 95% CI 1.01 to 2.94) remained significantly higher in the cloth masks group compared with the medical masks group.

Table 6 compares the outcomes in the medical mask arm with two previously published trials.8 9 This shows that while the rates of CRI were significantly higher in one of the previously published trials, the rates of laboratory-confirmed viruses were not significantly different between the three trials for medical mask use.

On average, HCWs worked for 25 days during the trial period and washed their cloth masks for 23/25 (92%) days. The most common approach to washing cloth masks was self-washing (456/569, 80%), followed by combined self-washing and hospital laundry (91/569, 16%), and only hospital laundry (22/569, 4%). Adverse events associated with facemask use were reported in 40.4% (227/562) of HCWs in the medical mask arm and 42.6% (242/568) in the cloth mask arm (p value 0.450). General discomfort (35.1%, 397/1130) and breathing problems (18.5%, 207/1130) were the most frequently reported adverse events.
Laboratory tests showed the penetration of particles through the cloth masks to be very high (97%) compared with medical masks (44%) (used in trial) and 3M 9320 N95 (<0.01%), 3M VFlex 9105 N95 (0.1%).

DISCUSSION

We have provided the first clinical efficacy data of cloth masks, which suggest HCWs should not use cloth masks as protection against respiratory infection. Cloth masks resulted in significantly higher rates of infection than medical masks, and also performed worse than the control arm. The controls were HCWs who observed standard practice, which involved mask use in the majority, albeit with lower compliance than in the intervention arms. The control HCWs also used medical masks more often than cloth masks. When we analysed all mask-wearers including controls, the higher risk of cloth masks was seen for HCWs who wore a mask. The virus may survive on the surface of the face from the mask to the bare hands of the wearer. We also showed that filtration was extremely poor (almost 0%) for the cloth masks. Observations during SARS suggested double-masking and other practices increased the risk of infection because of moisture, liquid diffusion and pathogen retention. These effects may be associated with cloth masks.

We have previously shown that N95 respirators provide superior efficacy to medical masks, but need to be worn continuously in high-risk settings to protect HCWs. Although efficacy for medical masks was not shown, efficacy of a magnitude that was too small to be detected is possible. The magnitude of difference between cloth masks and medical masks in the current study, if explained by efficacy of medical masks alone, translates to an efficacy of 92% against ILI, which is possible, but not consistent with the lack of efficacy in the two previous RCTs. Further, we found no significant difference in rates of virus isolation in medical mask users between the three trials, suggesting that the results of this study could be interpreted as partly being explained by a detrimental effect of cloth masks. This is further supported by the fact that the rate of virus isolation in the no-mask control group in the first Chinese RCT was 3.1%, which was not significantly different to the rates of virus isolation in the medical mask arms in any of the three trials including this one. Unlike the previous RCTs, circulating influenza and RSV were almost completely absent during this study.

<table>
<thead>
<tr>
<th>Study arm</th>
<th>hMPV (N)</th>
<th>Rhino (N)</th>
<th>Influenza (N)</th>
<th>hMPV &amp; Rhino (N)</th>
<th>Influenza (N)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical mask arm</td>
<td>1</td>
<td>16</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>Cloth mask arm</td>
<td>4</td>
<td>26</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>31</td>
</tr>
<tr>
<td>Control arm</td>
<td>2</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>Total</td>
<td>7</td>
<td>58</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>68</td>
</tr>
</tbody>
</table>

hMPV, human metapneumovirus; Rhino, rhinoviruses.
with rhinoviruses comprising 85% of isolated pathogens, which means the measured efficacy is against a different range of circulating respiratory pathogens. Influenza and RSV predominantly transmit through droplet and contact routes, while Rhinovirus transmits through multiple routes, including airborne and droplet routes. The data also show that the clinical case definition of ILI is non-specific, and captures a range of pathogens other than influenza. The study suggests medical masks may be protective, but the magnitude of difference raises the possibility that cloth masks cause an increase in infection risk in HCWs. Further, the filtration of the medical mask used in this trial was poor, making extremely high efficacy of medical masks unlikely, particularly given the predominant pathogen was rhinovirus, which spreads by the airborne route. Given the obligations to HCW occupational health and safety, it is important to consider the potential risk of using cloth masks.

In many parts of the world, cloth masks and medical masks may be the only options available for HCWs. Cloth masks have been used in West Africa during the Ebola outbreak in 2014, due to shortages of PPE, (personal communication, M Jalloh). The use of cloth masks is recommended by some health organisations, with caveats.

In light of our study, and the obligation to ensure occupational health and safety of HCWs, cloth masks should not be recommended for HCWs, particularly during AGPs and in high-risk settings such as emergency, infectious/respiratory disease and intensive care wards. Infection control guidelines need to acknowledge the widespread real-world practice of cloth masks and should comprehensively address their use. In addition, other important infection control measure such as hand hygiene should not be compromised. We confirmed the protective effects of hand hygiene against laboratory-confirmed viral infection in this study, but mask type was an independent predictor of clinical illness, even adjusted for hand hygiene.

A limitation of this study is that we did not measure compliance with hand hygiene, and the results reflect self-reported compliance, which may be subject to recall or other types of bias. Another limitation of this study is the lack of a no-mask control group and the high use of masks in the controls, which makes interpretation of the results more difficult. In addition, the quality of paper and cloth masks varies widely around the world, so the results may not be generalisable to all settings. The lack of influenza and RSV (or asymptomatic infections) during the study is also a limitation, although the predominance of rhinovirus is informative about pathogens transmitted by the droplet and airborne routes in this setting. As in previous studies, exposure to infection outside the workplace could not be estimated, but we would assume it to be equally distributed between trial arms. The major strength of the randomised trial study design is in ensuring equal distribution of confounders and effect modifiers (such as exposure outside the workplace) between trial arms.

Cloth masks are used in resource-poor settings because of the reduced cost of a reusable option. Various types of cloth masks (made of cotton, gauze and other fibres) have been tested in vitro in the past and show lower filtration capacity compared with disposable masks. The protection afforded by gauze masks increases with the fineness of the cloth and the number of layers, indicating potential to develop a more effective cloth mask, for example, with finer weave, more layers and a better fit.

Cloth masks are generally retained long term and reused multiple times, with a variety of cleaning methods and widely different intervals of cleaning. Further studies are required to determine if variations in frequency and type of cleaning affect the efficacy of cloth masks.

![Figure 3](image-url) Compliance with the mask wearing—mask wearing more than 70% of working hours.

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Multivariable cluster-adjusted log-binomial model to calculate RR for study outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Laboratory-confirmed viruses RR (95% CI)</td>
</tr>
<tr>
<td></td>
<td>CRI RR (95% CI)</td>
</tr>
<tr>
<td>Medical masks arm</td>
<td>Ref</td>
</tr>
<tr>
<td>Cloth mask arm</td>
<td>1.56 (0.97 to 2.48)</td>
</tr>
<tr>
<td>Control arm</td>
<td>1.51 (0.90 to 2.52)</td>
</tr>
<tr>
<td>Male</td>
<td>0.67 (0.41 to 1.12)</td>
</tr>
<tr>
<td>Vaccination</td>
<td>0.83 (0.27 to 2.52)</td>
</tr>
<tr>
<td>Hand washing</td>
<td>0.91 (0.66 to 1.26)</td>
</tr>
<tr>
<td>Compliance</td>
<td>1.14 (0.77 to 1.69)</td>
</tr>
</tbody>
</table>

Bold typeface indicates statistically significant.

CRI, clinical respiratory illness; ILI, influenza-like illness; RR, relative risk.
Pandemics and emerging infections are more likely to arise in low-income or middle-income settings than in wealthy countries. In the interests of global public health, adequate attention should be paid to cloth mask use in such settings. The data from this study provide some reassurance about medical masks, and are the first data to show potential clinical efficacy of medical masks.

Medical masks are used to provide protection against droplet spread, splash and spray of blood and body fluids. Medical masks or respirators are recommended by different organisations to prevent transmission of Ebola virus, yet shortages of PPE may result in HCWs being forced to use cloth masks. In the interest of providing safe, low-cost options in low income countries, there is scope for research into more effectively designed cloth masks, but until such research is carried out, cloth masks should not be recommended. We also recommend that infection control guidelines be updated about cloth mask use to protect the occupational health and safety of HCWs.
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### Table 5

<table>
<thead>
<tr>
<th></th>
<th>Univariate RR (95% CI)</th>
<th>Adjusted RR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical mask (35/750, 4.67%)</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Cloth mask (46/607, 7.58%)</td>
<td><strong>1.62 (1.06 to 2.49)</strong></td>
<td><strong>1.51 (0.97 to 2.32)</strong></td>
</tr>
<tr>
<td>Male</td>
<td>0.60 (0.32 to 1.12)</td>
<td>0.58 (0.31 to 1.08)</td>
</tr>
<tr>
<td>Vaccination</td>
<td>0.66 (0.17 to 2.62)</td>
<td>0.68 (0.17 to 2.67)</td>
</tr>
<tr>
<td>Hand washing</td>
<td>0.81 (0.58 to 1.15)</td>
<td>0.84 (0.59 to 1.20)</td>
</tr>
<tr>
<td>Compliance</td>
<td>1.01 (1.00 to 1.03)</td>
<td>1.01 (1.00 to 1.02)</td>
</tr>
<tr>
<td>ILI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical mask (2/750, 0.27%)</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Cloth mask (13/607, 2.14%)</td>
<td><strong>8.03 (1.82 to 35.45)</strong></td>
<td><strong>6.64 (1.45 to 28.65)</strong></td>
</tr>
<tr>
<td>Male</td>
<td>0.95 (0.27 to 3.35)</td>
<td>0.92 (0.26 to 3.22)</td>
</tr>
<tr>
<td>Vaccination</td>
<td>1.87 (0.25 to 13.92)</td>
<td>1.97 (0.27 to 14.45)</td>
</tr>
<tr>
<td>Hand washing</td>
<td>0.56 (0.24 to 1.27)</td>
<td>0.61 (0.23 to 1.57)</td>
</tr>
<tr>
<td>Compliance</td>
<td>1.04 (1.01 to 1.08)</td>
<td>1.04 (1.00 to 1.08)</td>
</tr>
<tr>
<td>Laboratory-confirmed viruses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical mask (22/750, 2.93%)</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Cloth mask (34/607, 5.60%)</td>
<td><strong>1.91 (1.13 to 3.23)</strong></td>
<td><strong>1.72 (1.01 to 2.94)</strong></td>
</tr>
<tr>
<td>Male</td>
<td>0.64 (0.30 to 1.33)</td>
<td>0.61 (0.29 to 1.27)</td>
</tr>
<tr>
<td>Vaccination</td>
<td>0.97 (0.24 to 3.86)</td>
<td>1.03 (0.26 to 4.08)</td>
</tr>
<tr>
<td>Hand washing</td>
<td>0.61 (0.41 to 0.93)</td>
<td>0.65 (0.42 to 1.00)</td>
</tr>
<tr>
<td>Compliance</td>
<td>1.00 (0.99 to 1.02)</td>
<td>1.0 (0.99 to 1.02)</td>
</tr>
</tbody>
</table>

**Bold typeface indicates statistically significant.**

*The majority (456/458) of HCWs in the control arm used a mask. Controls who exclusively used a medical mask were categorised and analysed with the medical mask arm participants; and controls who exclusively wore a cloth mask were categorised and analysed with the cloth mask arm.

CRI, clinical respiratory illness; HCWs, healthcare workers; ILI, influenza-like illness; RR, relative risk.

### Table 6

<table>
<thead>
<tr>
<th></th>
<th>CRI</th>
<th>ILI</th>
<th>Laboratory-confirmed viruses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N (%)</td>
<td>RR (95% CI)</td>
<td>N (%)</td>
</tr>
<tr>
<td>Vietnam trial</td>
<td>28/580 (4.83)</td>
<td>Ref</td>
<td>1/580 (0.17)</td>
</tr>
<tr>
<td>Published RCT</td>
<td>33/492 (6.70)</td>
<td>1.40 (0.85 to 2.26)</td>
<td>3/492 (0.61)</td>
</tr>
<tr>
<td>China 1</td>
<td>98/572 (17.13)</td>
<td><strong>3.54 (2.37 to 5.31)</strong></td>
<td>4/572 (0.70)</td>
</tr>
</tbody>
</table>

**Bold typeface indicates statistically significant.**

CRI, Clinical respiratory illness; ILI, influenza-like illness; RCT, randomised clinical trial; RR, relative risk.
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Summary
The use of surgical facemasks is ubiquitous in surgical practice. Facemasks have long been thought to confer protection to the patient from wound infection and contamination from the operating surgeon and other members of the surgical staff. More recently, protection of the theatre staff from patient-derived blood/bodily fluid splashes has also been offered as a reason for their continued use. In light of current NHS budget constraints and cost-cutting strategies, we examined the evidence base behind the use of surgical facemasks.
Examination of the literature revealed much of the published work on the matter to be quite dated and often studies had poorly elucidated methodologies. As a result, we recommend caution in extrapolating their findings to contemporary surgical practice. However, overall there is a lack of substantial evidence to support claims that facemasks protect either patient or surgeon from infectious contamination. More rigorous contemporary research is needed to make a definitive comment on the effectiveness of surgical facemasks.

Keyword
Surgery

Picture a surgeon operating in a theatre, and chances are that you will imagine them wearing a surgical facemask. Masks are a quintessential part of the surgical attire that has become so deeply ingrained in the public perception of the profession. However, even today, it remains unclear as to whether they confer any tangible benefits to surgical outcomes. As ‘efficiency’ and ‘cost-cutting’ have increasingly become the topics du jour in the National Health Service, it seems reasonable to assess the efficacy, effectiveness and cost-to-benefit ratio for this particular component of the surgical uniform.

Methodology
We searched the PubMed journal database and Google Scholar with the search terms ‘surgical facemask/mask’, ‘splash’, ‘contamination’, ‘infection’ and ‘outcomes’ in order to identify salient publications. We also searched the guidance on surgical site infection from the National Institute for Health and Care Excellence. Furthermore, a manual search of reference lists from relevant papers was performed.

Contemporary attitudes to the surgical mask
A contemporary questionnaire-based study, which attempted to assess the attitudes of surgeons, revealed that 96% of responders wore facemasks.1 About equal numbers did so with the primary aim of protecting the patients compared to protecting themselves. However, it was also found that 20% of responding surgeons wore the mask for the sole purpose of respecting tradition. Furthermore, 30% of responding surgeons felt that masks could make surgery more difficult by increasing breath condensation on spectacles, endoscopes and microscopes and thereby obscuring vision.

In May 2014, the first installation of the Glass Surgery project was broadcast to viewers around the world. This project, based at the Barts and the London School of Medicine and Dentistry, was the first of its kind to live-stream a surgical procedure, using new Google Glass technology, to any medical student or trainee with an internet connection. Mr Ahmed, the lead colorectal surgeon, elected not to wear a mask while performing the open right hemicolectomy and partial liver resection in question. In the immediate aftermath of the broadcast, Mr Ahmed came under scrutiny from various medical comment threads, blogs and chat rooms on the Internet questioning his decision to omit the facemask and whether this might have compromised patient safety.

Protection of the patient
The facemask has been used in surgical settings for over a hundred years;2 first described in 1897, at its...
inception, it consisted merely of a single layer of gauze to cover the mouth, and its primary function was to protect the patient from contamination and surgical site infection. This practice was substantiated, at the time, by a recent discovery which demonstrated that bacteria could be disseminated from the nose and mouth during normal conversation as observed by bacterial colony growth on strategically placed agar plates in theatres. In the 1940s and 1950s, antibiotics and aseptic technique came to the forefront of infection control strategies within the surgical setting. Until recently, it has remained unclear as to whether bacterial colony growth on an agar plate was a direct correlate of surgical site infections and also whether the purpose of the surgical mask has been superseded by more modern strategies of infection control.

In order to advocate the validity of an intervention in medicine, it must satisfy three levels of evidence: efficacy, effectiveness and cost-effectiveness. In the context of facemask, efficacy is whether masks prevent the propagation of droplets derived from the mouth and nose of the operating staff. Effectiveness is whether efficacy translates into a significant reduction in surgical site infection morbidity and mortality. And finally, cost-effectiveness determines whether the cost-to-benefit ratio of this effect would be desirable compared to an alternative course of action.

Intuition would suggest that facemasks offer a physical barrier preventing the emanation of droplets from the oral or nasal passages and therefore satisfy the efficacy requirement of the evidence ladder. However, there are a number of different hypotheses as to why this may not be the case. ‘Venting’ is a phenomenon whereby air leaks at the interface between mask and face which can act to disperse potential contaminants originating from the pharynx. The accumulation of moisture, during prolonged usage, may exacerbate this problem by increasing resistance to air flow through the filter itself. Moisture accumulation is also thought to facilitate the movement of contaminants through the material of the mask itself by capillary action. These bacteria can subsequently be dislodged by movement. Friction at the face/mask interface has also been demonstrated to disperse skin scales which can further contribute towards wound contamination.

In the modern era, there has also been a scarcity of experimental evidence to support the effectiveness of facemasks in the prevention of surgical site infections. The earliest retrospective studies failed to demonstrate any statistically significant improvement in surgical site infection rates following the use of masks. Indeed, the latest National Institute for Health and Care Excellence guidelines on the matter do not require operating staff to wear a mask in theatre.

This decision was based primarily upon the findings of a Cochrane systematic review. This review was guided by the findings of two particular randomised/quasi-randomised control trials. The latest update of this review, which was amended after the publication of current National Institute for Health and Care Excellence guidelines, included one further study.

The Cochrane review searched through six established databases (Appendix 1) looking for randomised control trials and quasi-randomised control trials investigating surgical outcomes comparing the use of disposable surgical masks with the use of no masks. The authors limited the scope of their analysis only to patients undergoing clean procedures (whereby the operating procedure does not enter a body cavity or viscus normally colonised by bacteria). The review chose not to investigate the role of mask in clean-contaminated, contaminated or dirty wounds as one would expect that masks would contribute less towards the prevention of surgical site infections under such circumstances. Primary outcomes of postoperative surgical wound infection and secondary outcomes of costs, length of hospital stay and mortality rates were ascertained.

Three studies were identified as fulfilling all the selection criteria of the review. A total of 2106 participants were identified across the three studies (Table 1). All the studies reported on the primary outcome of postoperative surgical wound infection, none of the studies reported on any of the secondary outcomes. Furthermore, identified studies were assessed for risk of bias based on eight specific criteria (Table 2).

Statistical analysis of the extracted data revealed no statistically significant association between mask usage and the incidence of surgical site infection. The study concluded that ‘it is unclear whether the wearing of surgical facemasks by members of the surgical team has any impact on surgical wound infection rates for patients undergoing clean surgery’. However, each of the studies included could be criticised for risk of bias (Table 2). Indeed, the Webster study, arguably the most rigorous of the three, only investigated the impact of mask on non-scrubbed members of the surgical team. There is uncertainty over whether the findings of some of these studies are applicable to contemporary surgical practice.

Based upon the findings of this review, National Institute for Health and Care Excellence guidelines state that there is ‘limited evidence concerning the use of non-sterile theatre wear’ such as surgical masks when trying to minimise the risk of surgical site infection, although there was an overall ‘consensus that wearing non-sterile theatre wear is important in maintaining theatre discipline’. This latter
statement seems to be a rather vague and likely unfounded assertion which implies a correlation between dress code, staff discipline and thereby patient safety outcomes. This may reflect a reluctance among the medical profession to deviate from embedded tradition as reflected in Leyland and McCloy’s questionnaire study. Alternatively, it may reflect a prevailing intuition that surgical masks ought to protect against surgical site infections.

<table>
<thead>
<tr>
<th>Study</th>
<th>Methods</th>
<th>Participants</th>
<th>Outcomes</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chamberlain and Houang¹⁰</td>
<td>Quasi-randomised controlled trial</td>
<td>41 female patients undergoing gynaecology surgery. 24 clean and 17 non-clean. Of the clean surgeries: masked cohort (n = 14), unmasked cohort (n = 10)</td>
<td>Wound infection defined as serious enough to warrant antibiotics in 2 cases and via high vaginal swab in third case. Follow-up until discharge only. No postoperative wound infections in the masked group and 3/10 (30%) in the non-masked group (no statistically significant difference: OR 0.07, 95% CI 0.00–1.63)</td>
<td>Study discontinued due to 3 surgical wound infections in unmasked group, although not proven as causal. Data extracted for clean surgery only. Unit of analysis error present.</td>
</tr>
<tr>
<td>Tunevall¹¹</td>
<td>Quasi-randomised controlled trial</td>
<td>3088 patients undergoing general, vascular, breast, acute and elective surgery. 1429 clean and 1659 unclean. Of the clean surgeries: masked cohort (n = 706), unmasked cohort (n = 723)</td>
<td>Wound infection defined as visible pus and/or cellulitis without pus requiring debridement, drainage and/or antibiotics. Duration of follow-up not stated but until after discharge from ward. 13/706 (1.8%) postoperative wound infections in the masked group and 10/723 (1.4%) in the non-masked group (no statistically significant difference: OR 1.34, 95% CI 0.58–3.07)</td>
<td>Data extracted from clean surgery only. Patients had 2 to 3 body washes preoperatively with 4% chlorhexidine prior to elective surgery. In most acute cases, at least one body wash was given. Unit of analysis error present.</td>
</tr>
<tr>
<td>Webster et al.¹³</td>
<td>Randomised controlled trial</td>
<td>811 patients undergoing gynaecological, obstetric, general (open), general (laparoscopic), urology and breast surgery. 660 clean and 151 non-clean. Of the clean surgeries: masked cohort (n = 313), unmasked cohort (n = 340)</td>
<td>Wound infection defined by criteria used by National Nosocomial Infection Surveillance System of Australia. Clean surgery masked cohort, mean follow-up 33.4 days (SD 22.1). Clean surgery unmasked cohort, mean follow-up 33.4 days (SD 22.8). Infection rate 33/313 (10.5%) in the masked group and 31/340 (9.1%) in the non-masked group (no statistically significant difference: OR 1.17, 95% CI 0.70–1.97)</td>
<td>Scrubbed staff were not included in trial. Data extracted from clean surgery only. Missing data for 7 clean cases. Unit of analysis error present.</td>
</tr>
</tbody>
</table>
Unfortunately, publically available information regarding the financial costs of facemask usage on the National Health Service is lacking. However, as part of the Freedom of Information Publication Scheme, the data are available for the West Hertfordshire Hospitals NHS Trust which purchased 44,482 single-use face-masks in 2012. Extrapolation to the 10,594,814 total operative procedures and interventions carried out across hospitals in England during the same period would equate to an annual procurement of almost 7.5 million single-use masks across hospitals in England. The NHS Atlas of Procurement lists the per unit expenditure of surgical facemasks to be between £0.34 to £1.22, depending on trust and supplier. This suggests that annual NHS expenditure on facemasks lies somewhere in the region of £2.5 to £9.1 million.

Hospital-acquired infections, of which surgical site infections are a subset, are a major problem for all health systems. Media coverage, in recent times, has heightened public awareness of their associated morbidity and mortality. Their socioeconomic impact is also substantial, and it is estimated that iatrogenic infection increases the duration of average hospital stay by a factor of 2.5 while incurring almost three times the monetary cost of uninfected patients. Across the whole of the United Kingdom, it is estimated that annually hospital-acquired infections cost the National Health Service almost £1 billion in excess expenditure and a loss of 3.6 million bed days. Personal costs for the patients are also affected as their return to normal daily activity and employment are delayed.

Given the uncertainty in effectiveness of facemasks in preventing surgical site infection, it is impossible to perform a cost-to-benefit analysis on mask usage. It is clear, however, that the National Health Service expenditure on facemasks is a mere fraction of the costs incurred due to hospital-acquired infections.

Protection of the surgeon

An increasingly prevalent belief, in favour of mask usage, is the idea that they also confer some degree of protection to the operating staff from patient-derived infectious material. Most obviously, they can act as a physical barrier against blood and bodily fluid splashes during surgery. One prospective study revealed that facemasks prevented blood/bodily fluid splashes that would have otherwise contaminated the surgeon’s face in 24% of procedures. The incidence of blood/bodily fluid splashes varies substantially between settings and between individuals. The risk is modified by the role of surgical staff (lead surgeons are at higher risk than first assistants, who in turn have a higher risk than scrub nurses), by surgical specialty as well as by surgical technique. The frequency of blood/bodily fluid splashed has been reported to be as high as 62.5% in lead surgeons performing Caesarean section.

Despite clear evidence that facemasks act to protect the theatre staff from macroscopic facial contamination, there are studies to suggest that they fail to protect surgeons from potentially hazardous submicrometre contaminants. This corresponds roughly to the size range of infectious bacteria while viruses are even smaller. Therefore, the protection that masks confer in the form of macroscopic facial contamination may not necessarily extend towards any microscopic infectious agents present within that contamination.

Proponents of the surgical facemask may argue that even if they fail to completely negate the risks of infection they are likely to reduce exposure in a dose-dependent manner. While this field has not been extensively investigated, preliminary work suggests that facemasks fail to confer any degree of protection from infection due to streptococcal and staphylococcal bacterial species or hepatitis B virus. Furthermore, a facemask splash may promote a false sense of security, as surgeons may be less likely to report these as an

Table 2. Assessment for risk of bias in included studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tunevall</td>
<td>H</td>
<td>H</td>
<td>?</td>
<td>H</td>
<td>L</td>
<td>L</td>
<td>?</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Webster et al.</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>?</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
</tbody>
</table>

L: low risk; ?: uncertain risk; H: high risk.

Bias was assessed by the following aspects: (1) method of randomisation: how the randomisation schedule was generated, the method of randomisation, e.g. envelopes, computer etc., (2) allocation concealment, (3) blinding of patients (recipients), (4) blinding of outcome assessors to wearing of masks, (5) extent of loss to follow-up and use of intention-to-treat analysis, (6) source of funding, (7) selective reporting, (8) early stopping and (9) baseline comparability of treatment and control groups.
occupational exposure to bodily fluid compared to frank facial contamination.

**Tying things together**

In surgery, there are many aspects of current clinical practice that do not necessarily have an established evidence base. Indeed, it is permissible to bypass the evidence ladder when an intervention is so convincing that it is possible to discern its effect signal from noise by observation alone. In such circumstances, interventions have a very clear mechanistic cause and effect relationship. Historically, it may have been thought that surgical masks fulfilled such criteria. This would explain why published literature examining surgical mask effectiveness has been lacking despite their ubiquitous nature within the surgical profession.

What literature that is available on the subject tends to be dated with poorly explained methodology. There is also uncertainty over whether the results of such studies can be extrapolated to current surgical practice given the advent of new antiseptic techniques since they were completed. The evidence base investigating the effects of facemask usage on patient-based outcomes is, in general, more extensive than that of surgeon-centred outcomes. Facemasks do have a clear role in maintaining the social cleanliness of surgical staff, but evidence is lacking to suggest that they confer protection from infection either to patients or to the surgeons that wear them.

Given that there is no evidence that they cause any harm either, proponents would rather err on the side of caution and encourage their continued use, stressing that there is no room for complacency when it comes to ensuring patient safety. This opinion is similarly echoed by the National Institute for Health and Care Excellence guidelines which assert that mask usage contributes towards ‘maintaining theatre discipline’.

Another unavoidable aspect of this debate is that of public perception. In the public psyche, facemasks have become so strongly associated with safe and proper surgical practice that their disposal could cause unnecessary patient distress. Indeed, the response on various medical forums following Mr Ahmed’s decision not to wear a mask during his broadcasted surgeries would reflect the prevalence of such a belief among the public.

It is clear that more studies are required before any absolute conclusions can be drawn regarding the effectiveness or, indeed, ineffectiveness of surgical masks. The published literature does suggest that it may be reasonable to further examine the need for masks in contemporary surgical practice given the interests of comfort, budget constraints and potential ease of communication, although any such study would undoubtedly have to be large and well controlled to prove causality given the low event frequency of surgical site infections. It is possible, if not probable, that if surgical facemasks were to be introduced today, without the historical impetus currently associated with their use, the experimental evidence would not be sufficiently compelling to incorporate facemasks into surgical practice.

However, when current surgical practice is the culmination of layer upon layer of precautions in the hope of preventing surgical site infection, do we dare to experiment with their omission to see if they have any tangible consequence on morbidity and mortality? A randomised control trial investigating the uncertainty surrounding prophylactic antibiotic use in clean coronary artery surgery turned out to be catastrophic – the study had to be terminated early for ethical reasons due to an unacceptable increase in postoperative infection in the placebo cohort. Perhaps an annual expenditure of a few million pounds in a healthcare budget of almost £100 billion is a small price to pay for an intervention of unknown but potentially dramatic effectiveness.

It is important not to construe an absence of evidence for effectiveness with evidence for the absence of effectiveness. While there is a lack of evidence supporting the effectiveness of facemasks, there is similarly a lack of evidence supporting their ineffectiveness. With the information currently available, it would be imprudent to recommend the removal of facemasks from surgery. Instead, in the medical field where common practice can so easily become dogma, it is necessary to recognise the constant need to maintain a healthy scepticism towards established beliefs and to periodically re-evaluate and critically assess their scientific merit.
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Appendix 1. Databases included in the search strategy

The Cochrane Wounds Group Register (searched 23 October 2013)

The Cochrane Central Register of Controlled Trials (CENTRAL) (The Cochrane Library 2013, Issue 9)

Ovid MEDLINE (1946 to October Week 3 2013)

Ovid MEDLINE (In-process and other non-indexed citations, October 23, 2013)

Ovid EMBASE (1974 to 23 October 2013)

EBSCO CINAHL (1982 to 18 October 2013)
Surgical mask to prevent influenza transmission in households: a cluster randomized trial

Laetitia Canini, Laurent Andréoletti, Pascal Ferrari, Romina D'Angelo, Thierry Blanchon, Magali Lemaitre, Laurent Filleul, Jean-Pierre Ferry, Michel Desmaizieres, Serge Smadja, Alain-Jacques Valleron, Fabrice Carrat
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PMID: 21103330  PMCID: PMC2984432  DOI: 10.1371/journal.pone.0013998

Abstract

Background: Facemasks and respirators have been stockpiled during pandemic preparedness. However, data on their effectiveness for limiting transmission are scarce. We evaluated the effectiveness of facemask use by index cases for limiting influenza transmission by large droplets produced during coughing in households.

Methodology and principal findings: A cluster randomized intervention trial was conducted in France during the 2008-2009 influenza season. Households were recruited during a medical visit of a household member with a positive rapid influenza A test and symptoms lasting less than 48 hours. Households were randomized either to the mask or control group for 7 days. In the intervention arm, the index case had to wear a surgical mask from the medical visit and for a period of 5 days. The trial was initially intended to include 372 households but was prematurely interrupted after the inclusion of 105 households (306 contacts) following the advice of an independent steering committee. We used generalized estimating equations to test the association between the intervention and the proportion of household contacts who developed an influenza-like illness during the 7 days following the inclusion. Influenza-like illness was reported in 24/148 (16.2%) of the contacts in the intervention arm and in 25/158 (15.8%) of the contacts in the control arm and the difference between arms was 0.40% (95%CI: -1.0% to 1.1%, P = 1.00). We observed a good adherence to the intervention. In various sensitivity analyses, we did not identify any trend in the results suggesting effectiveness of facemasks.

Conclusion: This study should be interpreted with caution since the lack of statistical power prevents us to draw formal conclusion regarding effectiveness of facemasks in the context of a seasonal epidemic.

Trial registration: clinicaltrials.gov NCT00774774.
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Figure 1. Flow diagram.
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Use of surgical face masks to reduce the incidence of the common cold among health care workers in Japan: a randomized controlled trial

Joshua L Jacobs, Sachiko Ohde, Osamu Takahashi, Yasuharu Tokuda, Fumio Omata, Tsuguya Fukui
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PMID: 19216002    DOI: 10.1016/j.ajic.2008.11.002

Abstract

Background: Health care workers outside surgical suites in Asia use surgical-type face masks commonly. Prevention of upper respiratory infection is one reason given, although evidence of effectiveness is lacking.

Methods: Health care workers in a tertiary care hospital in Japan were randomized into 2 groups: 1 that wore face masks and 1 that did not. They provided information about demographics, health habits, and quality of life. Participants recorded symptoms daily for 77 consecutive days, starting in January 2008. Presence of a cold was determined based on a previously validated measure of self-reported symptoms. The number of colds between groups was compared, as were risk factors for experiencing cold symptoms.

Results: Thirty-two health care workers completed the study, resulting in 2464 subject days. There were 2 colds during this time period, 1 in each group. Of the 8 symptoms recorded daily, subjects in the mask group were significantly more likely to experience headache during the study period (P < .05). Subjects living with children were more likely to have high cold severity scores over the course of the study.

Conclusion: Face mask use in health care workers has not been demonstrated to provide benefit in terms of cold symptoms or getting colds. A larger study is needed to definitively establish noninferiority of no mask use.
Use of surgical face masks to reduce the incidence of the common cold among health care workers in Japan: a randomized controlled trial...
Since January 2020 Elsevier has created a COVID-19 resource centre with free information in English and Mandarin on the novel coronavirus COVID-19. The COVID-19 resource centre is hosted on Elsevier Connect, the company’s public news and information website.

Elsevier hereby grants permission to make all its COVID-19-related research that is available on the COVID-19 resource centre - including this research content - immediately available in PubMed Central and other publicly funded repositories, such as the WHO COVID database with rights for unrestricted research re-use and analyses in any form or by any means with acknowledgement of the original source. These permissions are granted for free by Elsevier for as long as the COVID-19 resource centre remains active.
A rapid systematic review of the efficacy of face masks and respirators against coronaviruses and other respiratory transmissible viruses for the community, healthcare workers and sick patients

C. Raina MacIntyre, Abrar Ahmad Chughtai

The Kirby Institute, UNSW Medicine, University of New South Wales, Sydney, Australia
School of Public Health and Community Medicine, UNSW Medicine, University of New South Wales, Room 228, Level 2 Samuels Building, Sydney, Australia

**ABSTRACT**

*Background:* The pandemic of COVID-19 is growing, and a shortage of masks and respirators has been reported globally. Policies of health organizations for healthcare workers are inconsistent, with a change in policy in the US for universal face mask use. The aim of this study was to review the evidence around the efficacy of masks and respirators for healthcare workers, sick patients and the general public.

*Methods:* A systematic review of randomized controlled clinical trials on use of respiratory protection by healthcare workers, sick patients and community members was conducted. Articles were searched on Medline and Embase using key search terms.

*Results:* A total of 19 randomised controlled trials were included in this study – 8 in community settings, 6 in healthcare settings and 5 as source control. Most of these randomised controlled trials used different interventions and outcome measures. In the community, masks appeared to be effective with and without hand hygiene, and both together are more protective. Randomised controlled trials in healthcare workers showed that respirators, if worn continually during a shift, were effective but not if worn intermittently. Medical masks were not effective, and cloth masks even less effective. When used by sick patients randomised controlled trials suggested protection of well contacts.

*Conclusion:* The study suggests that community mask use by well people could be beneficial, particularly for COVID-19, where transmission may be pre-symptomatic. The studies of masks as source control also suggest a benefit, and may be important during the COVID-19 pandemic in universal community face mask use as well as in health care settings. Trials in healthcare workers support the use of respirators continuously during a shift. This may prevent health worker infections and deaths from COVID-19, as aerosolisation in the hospital setting has been documented.

© 2020 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license. (http://creativecommons.org/licenses/by-nc-nd/4.0/)

What is already known about the topic?

- Masks and respirators are commonly used to protect from respiratory infections in three different indications – for healthcare workers, sick patients and well community members.
- Currently there is debate and conflicting guidelines around the use of masks and respirators in healthcare and community settings.

What this paper adds

- In the community, masks may be more protective for well people.
- In healthcare settings continuous use of respirators, is more protective compared to the medical masks, and medical masks are more protective than cloth masks. Depending on the fabric and design, some cloth masks may not be safe for healthcare workers.
- The use of masks by sick patients is likely protective, and coronaviruses can be emitted in normal breathing, in fine airborne particles.
1. Introduction

The use of personal protective equipment for coronavirus disease (COVID-19) has been controversial, with differing guidelines issued by different agencies (Chen et al., 2020). COVID-19 is caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), a beta-coronavirus, similar to severe acute respiratory syndrome coronavirus (SARS CoV) (Chen et al., 2020). Seasonal alpha and beta coronaviruses cause common colds, croup and broncholitis. The transmission mode of coronaviruses in humans is similar, thought to be by droplet, contact and sometimes airborne routes (Ong et al., 2020; Zhang et al., 2020; Zou et al., 2020). The World Health Organization recommends surgical mask for health workers providing routine care to a coronavirus disease patient (World Health Organisation (WHO) 2020), whilst the US Centers for Disease Control and Prevention recommended a respirator (Center for Disease Control and Prevention CDC, 2020). Most authorities, except the US CDC, are recommending that community members not wear a mask, and that a mask should only be worn by a sick patient (also referred to as source control) (Chughtai et al., 2020). There are more randomised controlled trials of community use of masks in well people than studies of the use by sick people (source control). The aim of this study was to review the randomised controlled trials evidence for use of masks by the community, health care workers and sick patients for prevention of infection.

2. Methods

We searched Medline and Embase for clinical trials on masks and respirators using the key words “mask”, “respirator”, and “personal protective equipment”. The search was conducted between 1 March to April 17 2020, and all randomised controlled trials published before the search date were included. Two authors (CRM and AAC) reviewed the title and abstracts to identify randomised controlled trials on masks and respirators. We also searched relevant papers from the reference lists of previous clinical trials and systematic reviews. Studies that were not randomised controlled trials, were about anesthesia, or not about prevention of infection were excluded. Animal studies, experimental and observational epidemiologic studies were also excluded. Studies published in English language were included.

We found 602 papers on Medline and 250 on Embase. 820 papers were excluded by title and abstract review. Full texts were reviewed for 32 papers and 19 were selected in this review. Results were reported according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) criteria (Moher et al., 2015).

3. Results

In general, the results show protection for healthcare workers and community members, and likely benefit of masks used as source control. We found eight clinical trials (Aiello et al., 2012; Simmerman et al., 2011; Larson et al., 2010; Aiello et al., 2010; MacIntyre et al., 2009; Cowling et al., 2008, Suess et al., 2012; Cowling et al., 2009) on the use of masks in the community (Table 1). In the community, masks appear to be effective with and without hand hygiene, and both together are more protective (Aiello et al., 2012; Aiello et al., 2010; MacIntyre et al., 2009). However, some randomised controlled trials which measured both hand hygiene and masks measured the effect of hand hygiene alone, but not of masks alone (Simmerman et al., 2011, Cowling et al., 2009). In more than one trial, interventions had to be used within 36 hours of exposure to be effective (Cowling et al., 2009; Suess et al., 2012).

To date, six randomised controlled trials (Radonovich et al., 2019; Jacobs et al., 2008, Loeb et al., 2009; MacIntyre et al., 2011, 2013, 2015) have been conducted on the use of masks and/or respirators by healthcare workers in health care settings (Table 2). The healthcare worker trials (Table 2) used different interventions and different outcome measures, and one was in the outpatient setting. A Japanese study had only 32 subjects, and likely was underpowered to find any difference between masks and control (Jacobs et al., 2009). Two North American trials of masks and respirators against influenza infection found no difference between the arms, but neither had a control arm to differentiate equal efficacy from equal inefficacy (Radonovich et al., 2019, Loeb et al., 2009). Neither trial can prove equivalence, as this requires one intervention to be already proven efficacious against placebo. Without a control group to determine rates of influenza in unprotected healthcare workers, neither study is able to determine efficacy if no difference was observed between the two interventions. A serologic study showed that up to 23% of unprotected healthcare workers (a rate identical to that observed in Loeb the trial, which also used serology) contract influenza during outbreaks (Elder et al., 1996), which suggests lack of efficacy. Studies of nosocomial influenza generally find lower influenza attack rates in unprotected healthcare workers than observed in the Loeb trial (Salgado et al., 2002).

Further problems with this study are that the majority of subjects were defined as having influenza on the basis of serological positivity (Loeb et al., 2009). The 10% seroconversion to pandemic H1N109 (with no pandemic virus isolation or positive PCR) observed in the trial, suggests that pandemic H1N109 was circulating in Ontario before April 2009, which is unlikely.

A serological definition of influenza can be affected by vaccination. The authors claim they excluded influenza vaccinated subjects in the outcome, but according to figure 1 in the Loeb trial, (Loeb et al., 2009) these subjects (130 in total) are included in the analysis. If they had been excluded and even if no other subjects were excluded, the total analysed would be 348, which is lower than the 422 subjects analysed (Loeb et al., 2009). These 130 vaccinated subjects should have been excluded entirely from the analysis. The vaccination status of subjects with seropositivity is not provided in the paper, but it appears people with positive serology due to vaccination may have been misclassified as influenza cases (Loeb et al., 2009).
In both the North American trials, the intervention comprised wearing the mask or respirator when in contact with recognized ILI or when doing a high risk procedure, which is a targeted strategy (Radonovich et al., 2019, Loeb et al., 2009). One was in an outpatient setting. (Radonovich et al., 2019) We conducted a randomised controlled trial comparing the targeted strategy tested in the two North American studies, with the wearing of respiratory protection during an entire shift, and showed efficacy for continual (but not targeted) use of a respirator (MacIntyre et al., 2013). The study also did not show efficacy for a surgical mask worn continually, and therefore no difference between a surgical mask and targeted use of a respirator (MacIntyre et al., 2013), which is consistent with the findings of the North American trials (Radonovich et al., 2019, Loeb et al., 2009). In summary, the evidence is consistent that a respirator must be worn throughout the shift to be protective. Targeted use of respirators only when doing high risk procedures and medical mask use is not protective. Another randomised controlled trial we conducted in China showed efficacy for continual use of a respirator, but not for a mask, and also found fit-testing of the respirator did not affect efficacy (MacIntyre et al., 2011). However, this may be specific to the quality of the tested product, and is not generalisable to other respirators – fit testing is a necessary part of respirator use (Chughtai et al., 2015).

For healthcare workers, there is evidence of efficacy of respirators if worn continually during a shift, but no evidence of efficacy of a mask (MacIntyre et al., 2011, 2013). For hospitals where COVID-19 patients are being treated, there is growing evidence of widespread contamination of the ward environment, well beyond 2 m from the patient, as well as aerosol transmission (Ong et al., 2020; Santarpia et al., n.d.; Guo et al., 2020). Several studies have

### Table 1
Community mask trials.

<table>
<thead>
<tr>
<th>Author, year</th>
<th>N, country</th>
<th>Interventions</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cowling et al. (2008)</td>
<td>198 Households</td>
<td>Medical masks</td>
<td>NS – this was a preliminary report of the 2009 trial.</td>
</tr>
<tr>
<td></td>
<td>Hong Kong</td>
<td>Hand washing Control</td>
<td></td>
</tr>
<tr>
<td>McAlpine et al. (2009)</td>
<td>143 Households</td>
<td>Medical masks</td>
<td>Intention to treat non-significant. Adherence with mask wearing low</td>
</tr>
<tr>
<td></td>
<td>Australia</td>
<td>P2 masks</td>
<td>25–30% by day 5. In sub-analysis, masks/P2 protective if adherent.</td>
</tr>
<tr>
<td>Cowling et al. (2009)</td>
<td>407 households</td>
<td>Hand hygiene</td>
<td>Intention to treat non significant. Masks plus hand hygiene</td>
</tr>
<tr>
<td></td>
<td>Hong Kong</td>
<td>Masks + hand hygiene Control</td>
<td>protective against lab confirmed influenza if used within</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>36 hours. Hand hygiene alone not significant.</td>
</tr>
<tr>
<td>Aiello et al. (2010)</td>
<td>1437 college students,</td>
<td>Masks + hand washing</td>
<td>Intention to treat non-significant. Masks + hand washing</td>
</tr>
<tr>
<td></td>
<td>United States of</td>
<td></td>
<td>protective in week 4 - 6 of observation and beyond.</td>
</tr>
<tr>
<td></td>
<td>America</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aiello et al. (2012)</td>
<td>1178 college students,</td>
<td>Masks</td>
<td>Intention to treat non-significant. Masks + hand hygiene</td>
</tr>
<tr>
<td></td>
<td>United States of</td>
<td></td>
<td>protective in week 3 of observation and beyond. Masks</td>
</tr>
<tr>
<td></td>
<td>America</td>
<td></td>
<td>alone not protective.</td>
</tr>
<tr>
<td>Larson et al. (2010)</td>
<td>617 households, United</td>
<td>Health education (HE)</td>
<td>Masks + hand hygiene + HE protective against secondary</td>
</tr>
<tr>
<td></td>
<td>States of America</td>
<td></td>
<td>transmission measured by confirmed influenza and ILI. Mean secondary</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>attack rates for HE, HE + HH, HE+HH+M groups were 0.023, 0.020, and</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.018, respectively</td>
</tr>
<tr>
<td>Simmerman et al. (2011)</td>
<td>465 index patients and</td>
<td>Hand hygiene</td>
<td>No significant difference in confirmed influenza infection</td>
</tr>
<tr>
<td></td>
<td>their families, Thailand</td>
<td>Masks + hand hygiene Control</td>
<td></td>
</tr>
<tr>
<td>Suess et al. (2012)</td>
<td>84 index cases and 218</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>household contacts,</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2
Trials of mask and respirator use by health care workers.

<table>
<thead>
<tr>
<th>Author, year</th>
<th>N healthcare workers, Country</th>
<th>Interventions</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jacobs et al. (2009)</td>
<td>32</td>
<td>Medical masks</td>
<td>NS</td>
</tr>
<tr>
<td></td>
<td>Japan</td>
<td>Hand washing Control</td>
<td></td>
</tr>
<tr>
<td>Loeb et al. (2009)</td>
<td>446</td>
<td>Medical masks, targeted N95</td>
<td>No significant difference between Masks and targeted N95</td>
</tr>
<tr>
<td></td>
<td>Canada</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MacIntyre et al. (2011)</td>
<td>1441</td>
<td>Masks</td>
<td>Continuous N95 protective against clinical, viral and bacterial</td>
</tr>
<tr>
<td></td>
<td>China</td>
<td>N95 respirators, fit tested</td>
<td>endpoints</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N95 respirators, non-fit tested</td>
<td></td>
</tr>
<tr>
<td>MacIntyre et al. (2013)</td>
<td>1669</td>
<td>Medical Mask</td>
<td>Continuous N95 protective</td>
</tr>
<tr>
<td></td>
<td>China</td>
<td>N95 (continuous)</td>
<td>No difference between targeted N95 and medical masks</td>
</tr>
<tr>
<td>MacIntyre et al. (2015)</td>
<td>1607</td>
<td>Medical masks, cloth masks, control</td>
<td>Medical masks protective or Cloth masks increase risk of infection</td>
</tr>
<tr>
<td></td>
<td>Vietnam</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radonovich et al. (2019)</td>
<td>2862</td>
<td>Medical masks, targeted N95</td>
<td>No significant difference between Masks and targeted N95</td>
</tr>
<tr>
<td></td>
<td>United States of America</td>
<td>(when 2 m from confirmed respiratory infection in</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Outpatient setting)</td>
<td></td>
</tr>
</tbody>
</table>
found SARS-CoV-2 on air vents and in air samples in intensive care units and COVID-19 wards (Santarpia et al., n.d.; Chia et al., 2020; Liu et al., 2020), and an experimental study showed the virus in air samples three hours after aerosolization (van Doremalen et al., 2020). The weight of this evidence and the precautionary principle (MacIntyre et al., 2014a; 2014b), favors respirators for healthcare workers. We showed lower rates of infection outcomes in the medical mask arm compared to control, but the difference was not significant (MacIntyre et al., 2011). It could be that larger trials are needed to demonstrate efficacy of a mask, but any protection is far less than from a respirator. A trial we conducted in Vietnam of 2-layered cotton cloth masks compared to medical masks showed a lower rate of infection in the medical mask group, and a 13 times higher risk of infection in the cloth mask arm (MacIntyre et al., 2015). The study suggests cloth masks may increase the risk of infection (MacIntyre et al., 2015), but may not be generalizable to all homemade masks. The material, design and adequacy of washing of cloth masks may have been a factor (MacIntyre et al., 2020). There are no other randomised controlled trial of cloth masks published at this time, but if any protection is offered by these it would be less than even a medical mask.

Table 3 shows the trials of source control. There were five randomised controlled trials identified of masks used by sick patients (Johnson et al., 2009; Barasheed et al., 2014; Leung et al., 2020; MacIntyre et al., 2016; Canini et al., 2010). One was an experimental study of 9 influenza patients, which did not measure clinical endpoints (Johnson et al., 2009). Participants with confirmed influenza coughed onto culture medium wearing a N95 respirator or a mask. No influenza grew on the medium. A trial of 105 sick patients wearing a mask (or no mask) in the household found no significant difference between arms (Canini et al., 2010). However, the trial was terminated prematurely and did not meet recruitment targets, so was probably underpowered. One randomised controlled trial was conducted among Haj pilgrims, with both well and sick pilgrims wearing masks, and low rates of ILI were reported among contact of mask pilgrims (Barasheed et al., 2014). Our randomised controlled trial is the largest available with clinical endpoints, and studied 245 patients randomised to mask or control (MacIntyre et al., 2016). Compliance was suboptimal in the mask group and some controls wore masks. The intention to treat analysis showed no difference, but when analysed by actual mask use, the rate of infection in household contacts was lower in those who wore masks (MacIntyre et al., 2016). A trial with an experimental design was published in April 2020, examining a range of viruses including seasonal human coronaviruses (Leung et al., 2020). This showed that coronaviruses are preferentially found in aerosolized particles compared to large droplets, and could be expelled by normal tidal breathing. Wearing a surgical mask prevented virus from being exhaled.

4. Discussion

There are more randomised controlled trials of community use of masks in well people (Aiello et al., 2012; Simmerman et al., 2011; Larson et al., 2010; Aiello et al., 2010; MacIntyre et al., 2009; Cowling et al., 2008; Sues et al., 2012, Cowling et al., 2009) than studies of the use by sick people (also referred to as “source control”), and these trials are larger than the few on source control (Johnson et al., 2009, Leung et al., 2020; MacIntyre et al., 2016). The evidence suggests protection by masks in high transmission settings such as household and college settings, especially if used early, in some trials if combined with hand hygiene and if wearers are compliant (Aiello et al., 2012; Aiello et al., 2010; MacIntyre et al., 2009; Cowling et al., 2008, 2009; Sues et al., 2012). If masks protect in high transmission settings, they should also protect in crowded public spaces, including workplaces, buses, trains, planes and other closed settings. The trial which did not show efficacy used influenza as the outcome measure (Simmerman et al., 2011), which is a rare outcome, so requires a larger sample size for adequate power and may have been underpowered.

For healthcare workers, the only trials to show a difference between respirators and masks demonstrated efficacy for continuous use of a respirator through a clinical shift, but not masks (MacIntyre et al., 2011, 2013). The two trials which showed no difference are widely cited as evidence that masks provide equal protection as respirators (Radonovich et al., 2019, Loeb et al., 2009). However, without a control arm, the absence of difference between arms could reflect equal efficacy or inefficacy, and it is not possible to draw any conclusions about efficacy. The outpatient setting in the US trial may have had lower exposure risk than the inpatient setting of other trials. (Radonovich et al., 2019) In both the North American trials, the intervention comprised wearing the mask or respirator intermittently when in contact with recognized ILI or when doing a high risk procedure (Radonovich et al., 2019, Loeb et al., 2009). The underlying assumption that the majority of infections in healthcare workers occur during self-identified high-risk exposures is not supported by any evidence. It assumes healthcare workers can accurately identify when they are at risk in a busy, clinical setting, when the majority of infections may occur when healthcare workers are unaware of the risk (such as when walking

<table>
<thead>
<tr>
<th>Author, year</th>
<th>N, country</th>
<th>Interventions</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johnson et al. (2009)</td>
<td>9 subjects with confirmed influenza, Australia</td>
<td>Medical mask N95 (participants coughed 5 times onto a Petri dish wearing each device) Medical mask Control</td>
<td>NS - Surgical and N95 masks were equally effective in preventing the spread of PCR-detectable influenza No significant difference, but trial terminated early Intention to treat analysis not significant Mask protective if worn</td>
</tr>
<tr>
<td>Canini et al. (2010)</td>
<td>105 index cases and 306 household contacts, France</td>
<td>Medical mask worn by sick case Control (no mask) Household contacts Followed for infection.</td>
<td>Less ILI among the contacts of mask users compared to the control tents (31% versus 53%, p = 0.04). Laboratory results did not show any difference between the two groups 111 were infected by human (seasonal) coronavirus. Coronavirus found in exhaled breath of no-mask subjects but not in mask wearers. More virus was found in fine aerosols than large droplets</td>
</tr>
<tr>
<td>MacIntyre et al. (2016)</td>
<td>245 index cases and 597 household contacts,</td>
<td>Medical mask worn by sick case Control (no mask) Household contacts Followed for infection.</td>
<td></td>
</tr>
<tr>
<td>Barasheed et al. (2014)</td>
<td>Haj Setting. 22 tents were randomised to ‘mask’ (n = 12) or ‘control’ (n = 10) 75 pilgrims in ‘mask’ and 89 in ‘control’ group Saudi Arabia</td>
<td>Mask and control</td>
<td></td>
</tr>
<tr>
<td>Leung et al. (2020)</td>
<td>Experimental study of 246 subjects randomised to surgical mask and no mask</td>
<td>Mask and control</td>
<td></td>
</tr>
</tbody>
</table>
through a busy emergency room or ward where aerosolized virus may be present). Conversely, infections could occur outside the workplace. This could explain the lack of difference if there was no actual efficacy of either arm and if much of the infection occurs in unrecognized situations of risk either within or outside the workplace.

In practice, hospital infection control divides infections into droplet or airborne spread, and recommends droplet (mask) or airborne (respirator) precautions accordingly (MacIntyre et al., 2017). In a pooled analysis of both healthcare worker trials, we showed that continual use of a respirator is more efficacious in protecting healthcare workers even against infections assumed to be spread by the droplet route (MacIntyre et al., 2017). Medical masks did not significantly protect against viral, bacterial, droplet or other infection outcomes. However, the summary odds ratio for masks was less than one, which suggests a low level of protection. Targeted use of respirator protected against bacterial and droplet infections, but not against viral infections, suggesting viral infections may be more likely to be airborne in the hospital setting (MacIntyre et al., 2017).

The five available studies of mask use by sick patients suggest a benefit, but are much smaller trials than the community trials, two without clinical endpoints, and with less certainty around the findings (Johnson et al., 2009, Barasheed et al., 2014; Leung et al., 2020; MacIntyre et al., 2016; Canini et al., 2010). Only 3/5 trials examined clinical outcomes in close contacts (Barasheed et al., 2014; MacIntyre et al., 2016; Canini et al., 2010) and suggest a benefit.

Many systematic reviews have been conducted on masks, respirators and other PPE in past (Cowling et al., 2010; Bin-Reza et al., 2012; Gratton and McIaws, 2010; Gamage et al., 2005; Jefferson et al., 2009; Jefferson et al., 2011; Jefferson et al., 2008; Aledort et al., 2007; Lee et al., 2011; Verbeek et al., 2020). These reviews generally examined multiple interventions (e.g. masks and hand hygiene etc.), often combined different outcome measures that were not directly comparable and were inconclusive. Moreover, most of these reviews did not include more recent randomised controlled trials (Radonovich et al., 2019, MacIntyre et al., 2015). This systematic review only focuses on masks and respirators and contains all new studies.

In summary, there is a growing body of evidence supporting all three indications for respiratory protection – community, health-care workers and sick patients (source control). The largest number of randomised controlled trials have been done for community use of masks by well people in high-transmission settings such as household or college settings. There is benefit in the community if used early, with hand hygiene and if compliant.

Respirators protect healthcare workers if worn continually, but not if worn intermittently in self-identified situations of risk. This supports the suggestion that the health care environment is a risk to healthcare workers even when not doing aerosol generating procedures or caring for a known infectious patient. For COVID-19 specifically, the growing body of evidence showing aerosolisation of the virus in the hospital ward highlights the risk of inadvertent exposure for healthcare workers and supports the use of airborne precautions at all times on the ward (Santarpia et al., n.d.; Chia et al., 2020; Liu et al., 2020). Further, the rule of 1–2 m of spatial separation is not based on good evidence, with most research showing that droplets can travel further than 2 m, and that infections cannot be neatly separated into droplet and airborne (MacIntyre et al., 2017; Bahl et al., 2020). In the UK, one healthcare trust found almost one in five healthcare workers to be infected with COVID-19 (Keeley et al., 2020). The deaths of healthcare workers from COVID-19 reflect this risk (Zhan et al., 2020). The use of masks by sick people, despite being the WHO’s only recommendation for mask use by community members during COVID-19 pandemic, is supported by the smallest body of evidence. Source control is probably a sensible recommendation given the suggestion of protection and given specific data on coronaviruses showing protection (Leung et al., 2020). It may help if visitors and febrile patients wear a mask in the healthcare setting, whether in primary care or hospitals. Universal face mask use is likely to have the most impact on epidemic growth in the community, given the high risk of asymptomatic and pre-symptomatic transmission (He et al., 2020).
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A replaceable, more efficient filter for N95 masks

Date: May 21, 2020

Source: American Chemical Society

Summary: Researchers have developed a membrane that can be attached to a regular N95 mask and replaced when needed. The filter has a smaller pore size than normal N95 masks, potentially blocking more virus particles.

Since the outbreak of COVID-19, there's been a worldwide shortage of face masks -- particularly, the N95 ones worn by health care workers. Although these coverings provide the highest level of protection currently available, they have limitations. Now, researchers reporting in ACS Nano have developed a membrane that can be attached to a regular N95 mask and replaced when needed. The filter has a smaller pore size than normal N95 masks, potentially blocking more virus particles.

N95 masks filter about 85% of particles smaller than 300 nm. SARS-CoV-2 (the coronavirus that causes COVID-19) is in the size range of 65-125 nm, so some virus particles could slip through these coverings. Also, because of shortages, many health care workers have had to wear the same N95 mask repeatedly, even though they are intended for a single use. To help overcome these problems, Muhammad Mustafa Hussain and colleagues wanted to develop a membrane that more efficiently filters particles the size of SARS-CoV-2 and could be replaced on an N95 mask after every use.

To make the membrane, the researchers first developed a silicon-based, porous template using lithography and chemical etching. They placed the template over a polyimide film and used a process called reactive ion etching to make pores in the membrane, with sizes ranging from 5-55 nm. Then, they peeled off the membrane, which could be attached to an N95 mask. To ensure that the nanoporous membrane was breathable, the researchers measured the airflow rate through the pores. They found that for pores tinier than 60 nm (in other words, smaller than SARS-CoV-2), the pores needed to be placed a maximum of 330 nm from each other to achieve good breathability. The hydrophobic membrane also cleans itself because droplets slide off it, preventing the pores from getting clogged with viruses and other particles.

The authors acknowledge funding from the King Abdullah University of Science and Technology Office of Sponsored Research.
A replaceable, more efficient filter for N95 masks -- ScienceDaily
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Inexpensive, Accessible Device Provides Visual Proof That Masks Block Droplets
Aug. 11, 2020 — In a proof-of-concept study, researchers report that a simple, low-cost technique provided visual proof that face masks are effective in reducing droplet emissions during normal wear. They found that...

Elastomeric Masks Provide a More Durable, Less Costly Option for Health Care Workers
June 12, 2020 — A cost-effective strategy for health care systems to offset N95 mask shortages due to COVID-19 is to switch to reusable elastomeric respirator...

Heating Could Be the Best Way to Disinfect N95 Masks for Reuse
May 5, 2020 — Since the outbreak of the COVID-19 pandemic, N95 face masks have been in short supply. Health care workers, in particular, desperately need these masks to protect themselves from the respiratory...

Surgeons Help Create New Process for Disinfecting and Reusing N95 Masks
Apr. 28, 2020 — Amid shortages of personal protective equipment due to the Coronavirus Disease 2019 (COVID-19) pandemic, a St. Louis health care system has implemented a process to disinfect disposable N95...
Surgical Mask vs N95 Respirator for Preventing Influenza Among Health Care Workers
A Randomized Trial
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Michael John, MD
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Influenza causes annual epidemics of respiratory illness worldwide and is the most important cause of medically attended acute respiratory illness.1,2 Moreover, there is increasing concern about the recently declared influenza pandemic due to 2009 influenza A(H1N1) in humans.3-5

Transmission of influenza can occur by coughing or sneezing where infectious particles of variable size, ranging from approximately 0.1 to 100 µm, may be inhaled.6 This range of particles has a yet undefined but possibly important role in transmission. Although data from animal models and human experimental studies suggest that short-range inhalational transmission with small droplet nuclei (<10 µm) can occur,7-11 the exact nature of transmission that occurs

Context Data about the effectiveness of the surgical mask compared with the N95 respirator for protecting health care workers against influenza are sparse. Given the likelihood that N95 respirators will be in short supply during a pandemic and not available in many countries, knowing the effectiveness of the surgical mask is of public health importance.

Objective To compare the surgical mask with the N95 respirator in protecting health care workers against influenza.

Design, Setting, and Participants Noninferiority randomized controlled trial of 446 nurses in emergency departments, medical units, and pediatric units in 8 tertiary care Ontario hospitals.

Intervention Assignment to either a fit-tested N95 respirator or a surgical mask when providing care to patients with febrile respiratory illness during the 2008-2009 influenza season.

Main Outcome Measures The primary outcome was laboratory-confirmed influenza measured by polymerase chain reaction or a 4-fold rise in hemagglutinin titers. Effectiveness of the surgical mask was assessed as noninferiority of the surgical mask compared with the N95 respirator. The criterion for noninferiority was met if the lower limit of the 95% confidence interval (CI) for the reduction in incidence (N95 respirator minus surgical group) was greater than −9%.

Results Between September 23, 2008, and December 8, 2008, 478 nurses were assessed for eligibility and 446 nurses were enrolled and randomly assigned the intervention; 225 were allocated to receive surgical masks and 221 to N95 respirators. Influenza infection occurred in 50 nurses (23.6%) in the surgical mask group and in 48 (22.9%) in the N95 respirator group (absolute risk difference, −0.73%; 95% CI, −8.8% to 7.3%; P = .96), the lower confidence limit being inside the noninferiority limit of −9%.

Conclusion Among nurses in Ontario tertiary care hospitals, use of a surgical mask compared with an N95 respirator resulted in noninferior rates of laboratory-confirmed influenza.

Trial Registration clinicaltrials.gov Identifier: NCT00756574

©2009 American Medical Association. All rights reserved.
in nonexperimental settings is not well understood. As a consequence, considerable uncertainty exists about the effectiveness of personal respiratory devices against influenza for health care workers.

During a pandemic, reducing transmission of influenza to health care workers may not only help support the health care workforce, but may also prevent influenza transmission to patients. Other personal protective strategies, such as effective vaccines or antiviral drugs, may be limited in availability. Given the likelihood that N95 respirators will be in short supply during a pandemic and unavailable in many countries, understanding the relative effectiveness of personal respiratory protective equipment is important. There are few comparative studies of respiratory protective devices, and data comparing the surgical mask with the N95 respirator among health care workers are sparse.

We conducted a randomized trial to compare the surgical mask with the N95 respirator in health care workers. We hypothesized that the surgical mask, which is less expensive and more widely available than the N95 respirator, offers similar protection to the N95 respirator among health care workers at highest risk for exposure to influenza.

METHODS
Participants
We enrolled nurses who worked in emergency departments, medical units, and pediatric units in 8 Ontario tertiary care hospitals, of which 6 were within the greater Toronto area. Six of the 8 hospitals were university-affiliated teaching hospitals (range of bed size, 310-400) and 2 were community hospitals (bed sizes, 256 and 400). Participants were enrolled from a total of 22 units, which included 9 acute medical units, 7 emergency departments, and 6 pediatric units. There were an average of 34 beds (range, 14-60 beds) on the medical units and an average of 27 beds (range, 19-38) on the pediatric units.

Nurses expected to work full-time (defined as >37 hours per week) on study units during the 2008-2009 influenza season were eligible. Nurses had to provide current fit-test certification. Nurses who could not pass a fit test were excluded from the study. The research protocol was approved by the McMaster University research ethics review board. All participants gave written informed consent.

Interventions
Randomization was performed centrally by an independent clinical trials coordinating group such that investigators were blind to the randomization procedure and group assignment and was stratified by center in permuted blocks of 4 participants. It was not possible to conceal the identity of the N95 respirator or the surgical mask since manipulating these devices would interfere with their function. Laboratory personnel conducting hemagglutinin inhibition assays, polymerase chain reaction (PCR), and viral culture for influenza were blinded to allocation. Nurses allocated to the surgical mask group were required to wear the brand of surgical mask already in use at their hospital. Following the severe acute respiratory syndrome (SARS) outbreak in Ontario, use of such a surgical mask was required by the Ministry of Health and Long-Term Care when providing care to or when within 1 m of a patient with febrile respiratory illness, defined as symptoms of a body temperature 38°C or greater and new or worsening cough or shortness of breath. Nurses were instructed in proper placement of the surgical mask according to the manufacturer’s recommendations.

Since fit testing is mandatory for nurses in Ontario, the majority of nurses in the study had been fit tested prior to enrollment; additional fit testing was conducted for nurses who had not been fit tested in 2008. Using a standard protocol, a technician showed the participant how to position the respirator and fasten the strap and determine whether it provided an acceptable fit. The nurse was asked to wear the most comfortable mask for at least 5 minutes to assess fit. Adequacy of the respiratory fit was assessed using standard criteria, including chin placement, adequate strap tension, appropriate respirator size, fit across nose bridge, tendency of respirator to slip, and position of mask on face and cheeks. The nurse then conducted a user seal check. Nurses had a qualitative fit testing using the saccharin or Bitrex protocol.

Nurses were asked to begin using the surgical mask or N95 respirator when caring for patients with febrile respiratory illness at the beginning of the influenza season, which was defined as 2 or more consecutive isolations of influenza per week in each study region. Nurses wore gloves and gowns when entering the room of a patient with febrile respiratory illness, which was routine practice. For aerosol-generating procedures (such as intubation or bronchoscopy), as long as tuberculosis was not suspected, nurses continued to use the respiratory device they were assigned to.

We had planned to stop the study at the end of influenza season. However, because of the 2009 influenza A(H1N1) pandemic, the study was stopped on April 23, 2009, when the Ontario Ministry of Health and Long-Term Care recommended N95 respirators for all health care workers taking care of patients with febrile respiratory illness.

Follow-up
All participants were assessed for signs and symptoms of influenza twice weekly using Web-based questionnaires. Response to the questionnaire was monitored centrally and participants who failed to provide a response were contacted and asked to complete the questionnaire. If a new symptom was reported, the study nurse was notified and a flocked nasal specimen (Copan Italia, Brescia, Italy) was obtained by the participants. They were trained to insert the swab into the left or right nostril and rotate the swab at least 3 times and to conduct self-swabbing if
any of 1 of the following symptoms or signs were present: fever (temperature ≥38°C), cough, nasal congestion, sore throat, headache, sinus problems, muscle aches, fatigue, earache, ear infection, or chills. We also provided participants with tympanic thermometers. To assess household exposures between study groups, we asked participants whether household members (spouses, roommates, or children) had experienced influenza-like illness over the study period.

Outcomes
The primary outcome of this study was laboratory-confirmed influenza. This was defined by either the detection of viral RNA using reverse-transcriptase (RT) PCR from nasopharyngeal and flocked nasal specimens or at least a 4-fold rise in serum antibodies to circulating influenza strain antigens. All nasopharyngeal or nasal specimens were tested for influenza and other respiratory viruses with the xTAG Respiratory Virus Panel test (Luminex Molecular Diagnostics, Toronto, Ontario, Canada). This multiplex PCR assay detects influenza A virus subtypes H1 (seasonal), H3, and H5 as well as the majority of other viruses that cause respiratory illness in humans.

Blood specimens for serology were obtained prior to enrollment and at the end of the follow-up period. Serological infection was defined by detection of 4-fold or greater increase in influenza-specific hemagglutinin inhibition assay titer between baseline and convalescent serum samples using guinea pig erythrocytes and the antigens circulating A/Brisbane/59/2007 (H1N1)-like virus; A/Brisbane/10/2007 (H3N2)-like virus; B/Florida/4/2006-like virus; and A/TX/1560/09 (H1N1), the circulating pandemic influenza virus. For A/Brisbane/59/2007 (H1N1)-like virus, A/Brisbane/10/2007 (H3N2)-like virus, and B/Florida/4/2006-like virus, we restricted serological criteria of infection to nurses who did not receive the trivalent 2008-2009 influenza vaccine to reduce misclassification due to vaccine response.

Secondary outcomes included detection of the following noninfluenza viruses by PCR: parainfluenza virus types 1, 2, 3, and 4; respiratory syncytial virus types A and B; adenovirus; metapneumovirus; rhinovirus-enterovirus; and coronaviruses OC43, 229E, SARS, NL63, and HKU1. Influenza-like illness was defined as the presence of cough and fever (temperature ≥38°C). Work-related absenteeism and physician visits for respiratory illness were also assessed.

Audits
To assess compliance of participants with the assigned mask or N95 respirator, we conducted audits during what we anticipated was peak influenza period, from March 11 to April 3, 2009. Medical and pediatric hospital study units at all centers with nurses participating in the study were contacted by telephone daily by a research assistant to assess whether there were patients admitted to the unit in droplet precautions for influenza or febrile respiratory illness. If there were such cases and if the primary nurse for the patient was enrolled in our study, a trained auditor was sent to the unit to observe for compliance. The auditor was instructed to stand a short distance from the patient isolation room to remain inconspicuous but within distance to accurately record the audit. Auditors were asked to remain on the unit until they recorded the type of protective equipment worn by the participant prior to the participant entering the isolation room.

To maintain patient confidentiality and to remain anonymous to the study participant, no audits were conducted within the patient's room. Once an audit was conducted, the session was completed. Audits were conducted both on weekdays and on weekends during day and evening shifts. Assessment of hand hygiene was not conducted.

Statistical Analysis
The effectiveness of the surgical mask was assessed through a noninferiority analysis relative to the N95 respirator. For the primary analysis, the difference in the incidence of laboratory-confirmed influenza between the N95 respirator group and surgical mask group was estimated and the corresponding 2-sided 95% confidence interval (CI) was calculated. We used the Fisher exact test to assess statistical significance in contingency tables having expected cell frequencies less than 5. Noninferiority to the N95 respirator was achieved if the lower limit of the 95% CI for the reduction in incidence (N95 respirator minus surgical group) was greater than the prespecified noninferiority limit of −9%. Assuming an event rate of 20% in controls, this limit was selected on a clinical basis considering that laboratory-confirmed influenza would include asymptomatic cases in addition to symptomatic cases of influenza. Infection detected by serology can account for up to 75% of cases of laboratory-confirmed influenza where febrile illness is not present.

Since we did not anticipate severe outcomes (eg, mortality) in the study sample, we used a similar approach for influenza-like illness, work-related absenteeism, and physician visits for respiratory illness. All participants who had follow-up data collected (ie, had not withdrawn prior to any follow-up after they had been randomized) were included in the analysis. Since intention-to-treat analyses in noninferiority trials may be biased toward finding no difference, we also conducted an analysis of our primary outcome using only data from participants with complete follow-up.

To avoid lack of independence associated with counting multiple outcomes, each specific outcome in a participant was only counted once. With a power of 90% and a 2-sided type-I error rate of 5%, the required sample would be 191 participants in each group for a noninferiority test assuming an absolute risk reduction of 12% in the N95 respirator group compared with the surgical mask. If the absolute reduction was assumed to be 10%, a statistical power of 80% would be maintained. The absolute risk reductions selected
were based on consensus by clinician investigators. Assuming a 10% drop-out rate, we estimated that a total of 420 participants would be needed. SAS version 9.1.3 (SAS Institute, Cary, North Carolina) was used to conduct the analyses.

RESULTS
Between September 23, 2008, and December 8, 2008, 478 nurses were assessed for eligibility and 446 participants from 8 centers in Ontario were enrolled. They were then randomly assigned the intervention, 225 to the surgical mask and 221 to the N95 respirator (Figure). The mean age of participants was 36.2 years, 94% of them were female, and study groups were well balanced in terms of demographics (Table 1). Vaccination status was similar: 68 participants (30.2%) in the surgical mask group and 62 (28.1%) in the N95 respirator group had received 2008-2009 trivalent inactivated influenza vaccine.

Follow-up began January 12, 2009, and ended April 23, 2009. Mean (SD) duration of follow-up was similar between groups: 97.9 (16.1) days in the surgical group and 97.2 (18.0) days in the N95 respirator group. There were 24 participants who withdrew from the study with no follow-up—13 in the surgical mask group and 11 in the N95 respirator group—because of resignation or transfer (n=5), working part-time (n=1), no response (n=13), or illness (n=5) (Figure). None of the health care workers withdrew because of respiratory illness. Of the resulting 422 (all of whom were in the analysis), follow-up was complete in 386 (91.4%), and 403 (95.5%) had acute and convalescent sera collected. There were 223 nasal specimens obtained (115 in the surgical mask group and 108 in the N95 respirator group).

Laboratory-confirmed influenza (by RT-PCR or ≥4-fold rise in serum titers) occurred in 50 nurses (23.6%) in the surgical mask group and in 48 (22.9%) in the N95 respirator group (absolute risk difference, −0.73%; 95% CI, −8.8% to 7.3%; P=.86), indicating noninferiority of the surgical mask (Table 2). The diagnosis of influenza was made by RT-PCR in 6 nurses (2.8%) in the surgical mask group (5 influenza A and 1 influenza B) and 4 (1.8%) in the N95 respirator group (1 influenza A and 3 influenza B) (absolute risk difference, −0.93%; 95% CI, −3.82% to 1.97%; P=.75).

Four of the influenza A cases detected by PCR were H1 (all in the surgical mask group and 1 influenza B) and 4 (1.8%) in the N95 respirator group. There were 223 nasal specimens obtained (115 in the surgical mask group and 108 in the N95 respirator group).

Laboratory-confirmed influenza (by RT-PCR or ≥4-fold rise in serum titers) occurred in 50 nurses (23.6%) in the surgical mask group and in 48 (22.9%) in the N95 respirator group (absolute risk difference, −0.73%; 95% CI, −8.8% to 7.3%; P=.86), indicating noninferiority of the surgical mask (Table 2). The diagnosis of influenza was made by RT-PCR in 6 nurses (2.8%) in the surgical mask group (5 influenza A and 1 influenza B) and 4 (1.8%) in the N95 respirator group (1 influenza A and 3 influenza B) (absolute risk difference, −0.93%; 95% CI, −3.82% to 1.97%; P=.75).

Four of the influenza A cases detected by PCR were H1 (all in the surgical mask group and 1 influenza B). The serology results are summarized in Table 2. Notably, 8.0% in the surgical mask group and 11.9% in the N95 respirator group had a
4-fold or greater rise in serum titers to A/TN/1560/09(H1N1), the circulating pandemic swine influenza strain. Noninferiority was demonstrated between the surgical mask group and the N95 respirator group for 2009 influenza A(H1N1) (absolute risk difference, 3.89%; 95% CI, −1.82% to 9.59%; \( P = .18 \)).

When the analysis was conducted using only the data from participants with complete follow-up visits, laboratory-confirmed influenza (by RT-PCR or ≥4-fold rise in serum titers) occurred in 66 nurses (33.9%) in the surgical mask group and in 72 (37.7%) in the N95 respirator group (absolute risk difference, 3.85%; 95% CI, −5.71% to 13.41%; \( P = .43 \)), indicating noninferiority.

No adenoviruses; no respiratory syncytial virus type A; and no parainfluenza 1, 2, and 4 viruses were detected by PCR. There were no significant differences between the surgical mask and N95 respirator groups in respiratory syncytial virus type B, metapneumovirus, parainfluenza 3, rhinovirus-enterovirus, or coronaviruses. The lower CIs for the differences were greater than −9%, meeting our criteria for noninferiority (Table 3). All 52 (100%) of those having infection with a respiratory virus other than influenza had 1 or more symptoms, but they did not meet the influenza-like illness definition.

Nine nurses (4.2%) in the surgical mask group and 2 nurses (1.0%) in the N95 respirator group met our criteria for influenza-like illness (absolute risk difference, −3.29%; 95% CI, −6.31% to 0.28%; \( P = .06 \)) (Table 4). All 11 had laboratory-confirmed influenza. A significantly greater number of nurses in the surgical mask group (12, or 5.66%) reported fever compared with the N95 respirator group (2, or 0.9%; \( P = .007 \)). There was no significant difference in nurses who reported cough, nasal congestion, headache, sore throat, myalgia, fatigue, earache, or ear infection. Of the 44 nurses in each group who had influenza diagnosed by serology, 29 (65.9%) in the surgical mask group had no symptoms.

There were 13 physician visits (6.1%) for respiratory illness among those in the surgical mask group compared with 13 (6.2%) in the N95 respirator group (absolute risk difference, −0.06%; 95% CI, −4.53% to 4.65%; \( P = .98 \)). Forty-two participants (19.8%) in the surgical mask group reported an episode of work-related absenteeism compared with 39 (18.6%) in the N95 respirator group (absolute risk difference, −1.24%; 95% CI, −8.75% to 6.27%; \( P = .75 \)) (Table 4). There were no episodes of lower respiratory tract infec-

### Table 2. Comparison of Laboratory-Confirmed Influenza Between the Surgical Mask and N95 Respirator Groups

<table>
<thead>
<tr>
<th></th>
<th>Surgical Mask (n = 212)</th>
<th>N95 Respirator (n = 210)</th>
<th>Absolute Risk Difference, % (95% CI)</th>
<th>( P ) Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laboratory-confirmed influenza&lt;sup&gt;a&lt;/sup&gt;</td>
<td>50 (23.6)</td>
<td>48 (22.9)</td>
<td>−0.73 (−8.8 to 7.3)</td>
<td>.86</td>
</tr>
<tr>
<td>RT-PCR influenza A</td>
<td>5 (2.4)</td>
<td>1 (0.5)</td>
<td>−1.88 (−4.13 to 0.36)</td>
<td>.22</td>
</tr>
<tr>
<td>RT-PCR influenza B</td>
<td>1 (0.5)</td>
<td>3 (1.4)</td>
<td>0.96 (−0.89 to 2.81)</td>
<td>.37</td>
</tr>
<tr>
<td>≥4-Fold rise in serum titers A/Brisbane/59/2007 (H1N1)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>25 (11.9)</td>
<td>21 (10)</td>
<td>−1.79 (−7.73 to 4.15)</td>
<td>.55</td>
</tr>
<tr>
<td>≥4-Fold rise in serum titers A/Brisbane/10/2007 (H3N2)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>42 (19.8)</td>
<td>49 (23.3)</td>
<td>3.52 (−4.32 to 11.36)</td>
<td>.38</td>
</tr>
<tr>
<td>≥4-Fold rise in serum titers B/Florida/4/2006&lt;sup&gt;b&lt;/sup&gt;</td>
<td>15 (7.1)</td>
<td>19 (9.0)</td>
<td>2.0 (−3.0 to 7.17)</td>
<td>.46</td>
</tr>
<tr>
<td>≥4-Fold rise in serum titers A/TN/1560/09 (H11N1)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>17 (8.0)</td>
<td>25 (11.9)</td>
<td>3.89 (−1.82 to 9.59)</td>
<td>.18</td>
</tr>
</tbody>
</table>

<sup>a</sup>Abbreviations: CI, confidence interval; RT-PCR, reverse-transcriptase polymerase chain reaction.<br>
<sup>b</sup>Refers to respiratory syncytial virus type B only because no type A was detected.

### Table 3. Comparison of RT-PCR Results for Other Respiratory Viruses Between the Surgical Mask and N95 Respirator Groups

<table>
<thead>
<tr>
<th></th>
<th>Surgical Mask (n = 212)</th>
<th>N95 Respirator (n = 210)</th>
<th>Absolute Risk Difference, % (95% CI)</th>
<th>( P ) Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respiratory syncytial virus&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2 (0.9)</td>
<td>1 (0.5)</td>
<td>−0.47 (−2.07 to 1.13)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Metapneumovirus&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4 (1.9)</td>
<td>3 (1.4)</td>
<td>−0.46 (−1.98 to 2.26)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Parainfluenza virus&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1 (0.5)</td>
<td>2 (1.0)</td>
<td>0.48 (−1.12 to 2.08)</td>
<td>.62</td>
</tr>
<tr>
<td>Rhinovirus-enterovirus</td>
<td>8 (3.8)</td>
<td>10 (4.8)</td>
<td>0.99 (−2.87 to 4.85)</td>
<td>.62</td>
</tr>
<tr>
<td>Coronavirus&lt;sup&gt;c&lt;/sup&gt;</td>
<td>9 (4.3)</td>
<td>12 (5.7)</td>
<td>1.47 (−2.68 to 5.62)</td>
<td>.49</td>
</tr>
<tr>
<td>Total&lt;sup&gt;d&lt;/sup&gt;</td>
<td>20 (9.4)</td>
<td>22 (10.5)</td>
<td>1.04 (−4.67 to 6.76)</td>
<td>.72</td>
</tr>
</tbody>
</table>

<sup>a</sup>Abbreviations: CI, confidence interval; RT-PCR, reverse-transcriptase polymerase chain reaction.<br>
<sup>b</sup>Refers to parainfluenza 1 only because no parainfluenza 2, 2, or 4 was detected.<br>
<sup>c</sup>Refers to coronaviruses OC43, 229E, NL63, and HKU1.<br>
<sup>d</sup>Totals are less than sums because more than 1 virus was detected in some participants.

### Table 4. Clinical Outcomes Between the Surgical Mask and N95 Respirator Groups

<table>
<thead>
<tr>
<th></th>
<th>Surgical Mask (n = 212)</th>
<th>N95 Respirator (n = 210)</th>
<th>Absolute Risk Difference, % (95% CI)</th>
<th>( P ) Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physician visits for respiratory illness</td>
<td>13 (6.1)</td>
<td>13 (6.2)</td>
<td>−0.06 (−4.53 to 4.65)</td>
<td>.98</td>
</tr>
<tr>
<td>Influenza-like illness&lt;sup&gt;a&lt;/sup&gt;</td>
<td>9 (4.2)</td>
<td>2 (1.0)</td>
<td>−3.29 (−6.31 to 0.28)</td>
<td>.06</td>
</tr>
<tr>
<td>Work-related absenteeism</td>
<td>42 (19.8)</td>
<td>39 (18.6)</td>
<td>−1.24 (−8.75 to 6.27)</td>
<td>.75</td>
</tr>
</tbody>
</table>

<sup>a</sup>Abbreviation: CI, confidence interval.<br>
<sup>b</sup>Influenza-like illness was defined as the presence of both cough and temperature 38°C or greater.
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COMMENT

Our data show that the incidence of laboratory-confirmed influenza was similar in nurses wearing the surgical mask and those wearing the N95 respirator. Surgical masks had an estimated efficacy within 1% of N95 respirators. Based on the prespecified definition, the lower CI for the difference in effectiveness of the surgical mask and N95 mask was within ~9% and the statistical criterion of noninferiority was met. That is, surgical masks appeared to be no worse, within a prespecified margin, than N95 respirators in preventing influenza.

Transmission by small droplet spread would be compatible with greater protection with the N95 mask compared with the surgical mask where efficiency estimates range from 2% to 92% for particles smaller than 20 μm in diameter.23-28 The fact that attack rates were similar may suggest that small aerosols did not dominate transmission.

One frequently cited concern about the surgical mask is its inability to obtain an appropriate seal compared with the N95 respirator.29 Based on the results of this trial, this concern does not seem to be associated with an increased rate of infection of influenza or other respiratory viruses.

Influenza attack rates among health care workers in non-outbreak settings are sparse. Our data provide estimates of an attack rate (23%) in a largely unvaccinated cohort of nurses followed closely during a period of relatively mild influenza-like illness and into the beginning of what is now considered a pandemic period. Given that serology captures exposure over the entire season and that nurses have repeated exposures, this rate of infection was not unexpected. Our serological data in unvaccinated nurses were 20% for H3N2, 10% for H1N1, and 8% for influenza B. In a community-based study, age-specific rates of infection for those aged 30 to 39 years by serology was 16% for H3N2, approximately 9% for H1N1, and 5% for influenza B.31 It is for this reason that the number of participants with influenza-like illness, defined by fever and cough alone,32 were relatively few compared with the number with laboratory-confirmed influenza. Given that there was no difference in laboratory-confirmed influenza between study groups, the higher proportion of nurses in the surgical mask group with influenza-like illness, although not statistically significant, was unexpected.

The results of seroconversion to 2009 influenza A(H1N1) (10%) was unexpected given that the convalescent specimens were obtained from April 23 to May 15, 2009. This attack rate may suggest that 2009 influenza A(H1N1) was circulating in Ontario before April 2009. An alternative explanation for this high rate of seroconversion may be cross-reaction due to exposure to seasonal H1N1.

Strengths of this study include individual-level randomization, comprehensive laboratory-confirmed outcome assessment with PCR and serological evaluation, follow-up over an entire influenza season, and excellent participant follow-up.

There are a number of limitations of this study. Compliance with the intervention could not be assessed for all participants. Only 1 room entry was recorded per observation and the auditor did not enter the isolation room to assess whether the participant removed the respirator protection. Audits were only conducted on medical and pediatric units, not in the emergency department. Had there been poor compliance with the N95 respirator, this could have biased the study toward noninferiority. However, the results from our audited sample suggest excellent adherence. This is in keeping with the fact that all hospitals in the study were in Ontario, which was affected by the SARS outbreak and where use of personal protective equipment is mandated and audited by the Ontario Ministry of Labour.

We acknowledge that our protocol did not account for the effect of indirect contact because hand hygiene and use of gloves and gowns were not monitored. An imbalance in hand hygiene between study groups, with worse adherence in the N95 group, would have biased the study toward noninferiority. However, individual-level randomization and stratified randomization within hospitals would help balance any differences in adherence to hand hygiene between study groups. Because the use of gloves and gowns when entering the room of a patient with febrile respiratory illness was standard practice in our study hospitals, variability of use would likely have been minimal.

It is also impossible to determine whether participants acquired influenza due to hospital or community exposure. However, our data on household exposure suggest that such exposures were balanced between intervention groups. We acknowledge that not surveying participants’ coworkers about influenza-like illness was a limitation. Since we did not collect information on droplet isolation precautions, a greater exposure of N95 respirator nurses vs surgical mask nurses to patients on droplet precautions would...
have biased the study toward noninferiority. However, the fact that the nurses were well balanced on each ward and in the number of specimens obtained on each unit would minimize the chance of such differential exposure having occurred.

The major implication of this study is that protection with a surgical mask against influenza appears to be similar to the N95 respirator, meeting criteria for noninferiority. Our findings apply to routine care in the health care setting. They should not be generalized to settings where there is a high risk for aerosolization, such as intubation or bronchoscopy, where use of an N95 respirator would be prudent. In routine health care settings, particularly where the availability of N95 respirators is limited, surgical masks appear to be noninferior to N95 respirators for protecting health care workers against influenza.
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Transmission of acute respiratory infections occurs primarily by contact and droplet routes, and accordingly, the use of a surgical mask, eye protection, gown and gloves should be considered appropriate personal protective equipment when providing routine care for a patient with a transmissible acute respiratory infection.

Concerns have been raised about possible acute respiratory infection spread via limited-distance airborne transmission, but this is controversial and has not been proven. Also, experimental data suggest the superiority of N95 filtering facepiece respirators (N95 respirators) over surgical masks for the prevention of transmissible acute respiratory infections. Randomized controlled trials (RCTs) and observational studies comparing N95 respirators and surgical masks have not shown a benefit, but they may have been underpowered.

The lack of clarity has led to conflicting guideline recommendations regarding respiratory protective equipment for the prevention of acute respiratory infections: N95 respirators are recommended in some guidelines but not others. Since the outbreak of severe acute respiratory syndrome (SARS), there has been a heightened level of controversy within Canada in determining the optimal ways to protect health care workers from respiratory pathogens. Conflicting recommendations from federal and provincial health authorities lead to confusion among health care workers, which can result in lack of adherence to basic infection control principles and practices.

Effectiveness of N95 respirators versus surgical masks in protecting health care workers from acute respiratory infection: a systematic review and meta-analysis

Jeffrey D. Smith MSc, Colin C. MacDougall MSc, Jennie Johnstone MD PhD, Ray A. Copes MD, Brian Schwartz MD, Gary E. Garber MD

Background: Conflicting recommendations exist related to which facial protection should be used by health care workers to prevent transmission of acute respiratory infections, including pandemic influenza. We performed a systematic review of both clinical and surrogate exposure data comparing N95 respirators and surgical masks for the prevention of transmissible acute respiratory infections.

Methods: We searched various electronic databases and the grey literature for relevant studies published from January 1990 to December 2014. Randomized controlled trials (RCTs), cohort studies and case–control studies that included data on health care workers wearing N95 respirators and surgical masks to prevent acute respiratory infections were included in the meta-analysis. Surrogate exposure studies comparing N95 respirators and surgical masks using manikins or adult volunteers under simulated conditions were summarized separately. Outcomes from clinical studies were laboratory-confirmed respiratory infection, influenza-like illness and workplace absenteeism. Outcomes from surrogate exposure studies were filter penetration, face-seal leakage and total inward leakage.

Results: We identified 6 clinical studies (3 RCTs, 1 cohort study and 2 case–control studies) and 23 surrogate exposure studies. In the meta-analysis of the clinical studies, we found no significant difference between N95 respirators and surgical masks in associated risk of (a) laboratory-confirmed respiratory infection (RCTs: odds ratio [OR] 0.89, 95% confidence interval [CI] 0.64–1.24; cohort study: OR 0.43, 95% CI 0.03–6.41; case–control studies: OR 0.91, 95% CI 0.25–3.36); (b) influenza-like illness (RCTs: OR 0.51, 95% CI 0.19–1.41); or (c) reported workplace absenteeism (RCT: OR 0.92, 95% CI 0.57–1.50). In the surrogate exposure studies, N95 respirators were associated with less filter penetration, less face-seal leakage and less total inward leakage under laboratory experimental conditions, compared with surgical masks.

Interpretation: Although N95 respirators appeared to have a protective advantage over surgical masks in laboratory settings, our meta-analysis showed that there were insufficient data to determine definitively whether N95 respirators are superior to surgical masks in protecting health care workers against transmissible acute respiratory infections in clinical settings.
We performed a systematic review to assess and synthesize the available body of literature regarding N95 respirators versus surgical masks for the protection of health care workers against acute respiratory infections in a health care setting.

Methods


Literature search

We searched MEDLINE, Embase, the Database of Abstracts of Reviews of Effects, the Cochrane Central Register of Controlled Trials, the Cochrane Database of Systematic Reviews, Health Technology Assessment, the Collective Index of Nursing and Allied Health Literature, PsycINFO and Scopus for pertinent English-language studies published from Jan. 1, 1990, to Dec. 9, 2014. (The search strategies are available in Appendix 1, Tables S1–S9.) The search start date marks 4 years before N95 respirators became a part of standard respiratory protective equipment among health care workers in the United States.

We also conducted searches of the grey literature to obtain unpublished data. These searches were limited to the past 5 years (see Appendix 1, Table S10, for search details).

Study selection

Randomized controlled trials, prospective and retrospective cohort studies, and case–control studies were eligible for inclusion in the meta-analysis. Participants in clinical studies were health care workers in a health care setting. We defined health care worker as any worker in a health care setting who might be exposed to a patient with an acute respiratory infection. We excluded studies that solely involved protection of patients or community populations.

Surrogate exposure studies (i.e., experiments involving manikins or volunteers exposed to artificially produced aerosols) were not eligible for inclusion in the meta-analysis but were summarized to provide an overview of the laboratory-based experimental evidence for use of N95 respirators to protect against acute respiratory infections. Aerosols are defined as a suspension of very small (0.01–100 μm in diameter) particles or droplets in the air.18 Studies with manikins or adult volunteers exposed to an aerosol simulating what might occur in a health care setting were considered.

Study designs assessed the use of National Institute for Occupational Safety and Health certified N95 respirators compared with surgical masks. Certification must have been under public health regulations (42 CFR part 84). Respirators certified under the former regulations (at 30 CFR part 11) were ineligible because they are no longer in use.20 We also included data on European standard filtering facepiece (FFP2) respirators (standards EN149:2001 and EN149:2001+A1:2009) as data on N95 filtering facepiece respirators. We did not include data on elastomeric facepiece respirators because they are not in widespread use in health care settings. The term “surgical mask” was considered equivalent to medical masks, procedural masks, isolation masks, laser masks, fluid-resistant masks and face masks that meet bacterial and particle filtration efficiency standards required by the US Food and Drug Administration (ASTM standard F2100–11) but are not certifiable as N95 respirators. Other types of respirators and surgical masks not explicitly described here were excluded.

Data extraction and quality assessment

The primary outcome of interest from RCTs, cohort studies and case–control studies was laboratory-confirmed respiratory infection, including respiratory infections diagnosed by means of polymerase chain reaction, serology, respiratory virus culture and Bordetella pertussis bacterial culture. Secondary outcomes were influenza-like illness, and workplace absenteeism due to hospital-acquired respiratory infections. The outcomes extracted from surrogate exposure studies were filter penetration, face-seal leakage and total inward leakage.

Two reviewers (J.D.S. and C.C.M.) independently screened abstracts, titles and full texts as described in the selection of studies. Data extraction was conducted using an electronic spreadsheet template (completed independently by J.D.S. and C.C.M.) and compared for discrepancies. Data from surrogate exposure studies were transformed, when appropriate, from fit-factors, protection factors or filter efficiencies to penetration percentages. When necessary, one of us (J.D.S.) contacted authors for additional information (Appendix 1, Table S11).

Randomized controlled trials were explicitly assessed for bias according to the Cochrane risk-of-bias tool.21 Cohort and case–control studies were assessed for risk of design-specific bias using the relevant Newcastle–Ottawa Scale.22

Outcome-specific quality of the body of evidence was assessed in duplicate by the same 2 reviewers using the Grading of Recommendations Assessment, Development and Evaluation (GRADE) framework.23,24 Disagreements were resolved through consultation with a third reviewer.
Data synthesis
Where data could be combined for meta-analyses, these data were reported as odds ratios (ORs). We combined similar study designs only for the meta-analysis. Data were measured on dichotomous outcomes (laboratory-confirmed respiratory infection, influenza-like illness and workplace absenteeism). A random-effects analysis model and inverse variance statistical method were used for meta-analysis using Review Manager (RevMan). 25

Cluster RCTs were adjusted for the meta-analysis with individual RCTs. We used the intraclass correlation coefficient to determine the design effect. 26 Design effect was used to determine the effective sample size. 26 When the effective sample size was not a whole number, it was rounded to the nearest whole number.

For meta-analyses involving rare events, zero cell counts were adjusted by including a correction (the reciprocal of the size of the contrasting study arm). 27

We assessed evidence of heterogeneity using the \( \chi^2 \) test and \( I^2 \) statistic; a \( \chi^2 \) value less than 0.10 or an \( I^2 \) value greater than 50% indicated significant heterogeneity. 28,29 Subgroup analysis was planned if there were more than 5 pooled studies and when significant heterogeneity was present.

All statistical analyses were performed with the use of RevMan (version 5.2; The Nordic Cochrane Centre, The Cochrane Collaboration, 2012).

Results

Search results and study characteristics
We screened 8962 titles, excluded 8855 and retrieved 107 articles for full-text assessment. We selected 31 eligible articles involving 29 studies; 6 were clinical studies that we included in the meta-analysis, and 23 were surrogate exposure studies (Figure 1). No unpublished abstracts of RCTs, cohort studies or case-control studies were found.

We included 3 RCTs, 1 cohort study and 2 case-control studies in the meta-analysis. 11-17

The main characteristics of these studies are found in Table 1. All 6 studies reported laboratory-confirmed respiratory infection. Definitions of laboratory-confirmed respiratory infection differed. None of the RCTs used B. pertussis bacterial culture or viral culture. Neither of the RCTs by Maclntyre and colleagues 12-14 used serology. The SARS cases in the cohort study 15 and one of the case-control studies were confirmed only by serology. 16 Zhang and colleagues 17 confirmed influenza only by polymerase chain reaction. All of the RCTs reported on influenza-like illness. One RCT also reported workplace absenteeism; however, the outcome could not be confirmed to result from nosocomial respiratory infections. 11

Effect on outcomes
No significant difference in risk of laboratory-confirmed respiratory infection was detected between health care workers using N95 respirators and those using surgical masks in the meta-analysis of the RCTs (OR 0.89, 95% confidence interval [CI] 0.64–1.24; \( I^2 = 0\% \)), the cohort study (OR 0.43, 95% CI 0.03–6.41) or the case-control studies (OR 0.91, 95% CI 0.25–3.36; \( I^2 = 0\% \) ) (Figure 2). Similar results were found in 2 post-hoc meta-analyses: in one, we combined data from the 3 observational studies (OR 0.79, 95% CI 0.24–2.56; \( I^2 = 0\% \) ); in the other, although not advised, we pooled data from all of the studies as an intellectual exercise to try to ascertain whether...
more precision could theoretically be obtained (OR 0.88, 95% CI 0.64–1.21; P = 0%).

We found no significant difference in risk of influenza-like illness between N95 respirators and surgical masks in the meta-analysis of the 3 RCTs (OR 0.51, 95% CI 0.19–1.41; I² = 18%) (Figure 2). We also found no significant difference in risk of workplace absenteeism between N95 respirators and surgical masks in the 1 RCT that measured this outcome (OR 0.92, 95% CI 0.57–1.50) (Figure 2).

**Risk of bias**
The risk of bias for the RCTs is summarized in Figure S1 of Appendix 1. In brief, risk-of-bias ratings were identical across each domain of the Cochrane risk-of-bias tool for all included RCTs (low risk of bias for random sequence

<table>
<thead>
<tr>
<th>Study</th>
<th>Setting</th>
<th>Participants</th>
<th>Outcomes</th>
<th>Interventions</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loeb et al., 2009&lt;sup&gt;11&lt;/sup&gt;</td>
<td>8 hospitals in Ontario, Canada: emergency departments, acute medical units and pediatric units</td>
<td>446 nurses; individual-level randomization</td>
<td>• Laboratory-confirmed respiratory infection, influenza-like illness, workplace absenteeism • 5-wk follow-up</td>
<td>• Intervention: targeted use, fit-tested N95 respirator • Control: targeted use, surgical mask</td>
<td>Noninferiority trial • Detection of influenza A and B, respiratory syncytial virus metapneumovirus, parainfluenza virus, rhinovirus–enterovirus, coronavirus and adenovirus</td>
</tr>
<tr>
<td>MacIntyre et al., 2011/2014&lt;sup&gt;12,13&lt;/sup&gt;</td>
<td>15 hospitals in Beijing: emergency departments and respiratory wards</td>
<td>1441 nurses, doctors and ward clerks; cluster randomization by hospital</td>
<td>• Laboratory-confirmed respiratory infection, influenza-like illness • 5-wk follow-up</td>
<td>• Intervention 1: continual use, fit-tested N95 respirator • Intervention 2: continual use, non–fit-tested N95 respirator • Control: continual use, surgical mask</td>
<td>Detection of influenza A and B, respiratory syncytial virus metapneumovirus, parainfluenza virus, rhinovirus–enterovirus, coronavirus, adenovirus, <em>Streptococcus pneumoniae</em>, <em>Bordetella pertussis</em>, <em>Chlamydia pneumoniae</em>, <em>Mycoplasma pneumoniae</em> and <em>Haemophilus influenzae</em> type B</td>
</tr>
<tr>
<td>MacIntyre et al., 2013&lt;sup&gt;14&lt;/sup&gt;</td>
<td>19 hospitals in Beijing: emergency departments and respiratory wards</td>
<td>1669 nurses, doctors and ward clerks; cluster randomization by ward</td>
<td>• Laboratory-confirmed respiratory infection, influenza-like illness • 5-wk follow-up</td>
<td>• Intervention 1: continual use, fit-tested N95 respirator • Intervention 2: targeted use, fit-tested N95 respirator • Control: continual use, surgical mask</td>
<td>Detection of influenza A and B, respiratory syncytial virus metapneumovirus, parainfluenza virus, rhinovirus–enterovirus, coronavirus, adenovirus, <em>S. pneumoniae</em>, <em>B. pertussis</em>, <em>C. pneumoniae</em>, <em>M. pneumoniae</em> and <em>H. influenzae</em> type B</td>
</tr>
<tr>
<td>Loeb et al., 2004&lt;sup&gt;15&lt;/sup&gt;</td>
<td>2 hospitals in Ontario: coronary care units and ICUs with SARS patients</td>
<td>43 nurses</td>
<td>Laboratory-confirmed respiratory infection</td>
<td>• Intervention: N95 respirator • Control: surgical mask</td>
<td>Retrospective • Only 20 nurses reported exposures and consistent use of facial protective equipment • Detection of SARS</td>
</tr>
<tr>
<td>Seto et al., 2003&lt;sup&gt;16&lt;/sup&gt;</td>
<td>5 hospitals in Hong Kong: emergency departments and medicine units</td>
<td>13 infected (cases) and 241 noninfected (controls) nurses, doctors, health care assistants and domestic staff</td>
<td>Laboratory-confirmed respiratory infection</td>
<td>• N95 respirator • Surgical mask • Paper mask</td>
<td>No cases in N95 respirator or surgical mask groups • 143 controls wore either surgical mask or N95 respirator • Detection of SARS</td>
</tr>
<tr>
<td>Zhang et al., 2013&lt;sup&gt;17&lt;/sup&gt;</td>
<td>25 hospitals in Beijing: emergency departments, respiratory wards, ICUs, outpatient departments, technical clinic departments and management</td>
<td>51 infected (cases) and 204 noninfected (controls) doctors, nurses, technicians and other</td>
<td>Laboratory-confirmed respiratory infection</td>
<td>• N95 respirator • Surgical mask • Cloth mask</td>
<td>Cases and controls matched 1:4 by hospital, ward, age and sex • 40 cases wore either N95 respirator or surgical mask • 159 controls wore either surgical mask or N95 respirator • Detection of pandemic H1N1 influenza virus</td>
</tr>
</tbody>
</table>

Table 1: Characteristics of studies included in the meta-analysis<sup>11–17</sup>

Note: ICU = intensive care unit, SARS = severe acute respiratory syndrome.
generation, incomplete outcome data, selective reporting and “other” bias; unclear risk of bias for allocation concealment; and high risk of bias for blinding of participants) except for blinding of outcome assessment, which was rated as unclear risk of bias for the RCT by

<table>
<thead>
<tr>
<th>A: Laboratory-confirmed respiratory infection</th>
<th>RCTs</th>
<th>Odds ratio (95% CI)</th>
<th>Favours N95 respirator</th>
<th>Favours surgical mask</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loeb 2009\textsuperscript{11}</td>
<td>1.01 (0.68–1.52)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MacIntyre 2011/2014\textsuperscript{12,13}</td>
<td>0.54 (0.21–1.36)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MacIntyre 2013\textsuperscript{14}</td>
<td>0.78 (0.37–1.63)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>0.89 (0.64–1.24)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneity: $I^2 = 0%$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B: Influenza-like illness</th>
<th>RCTs</th>
<th>Odds ratio (95% CI)</th>
<th>Favours N95 respirator</th>
<th>Favours surgical mask</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loeb 2009\textsuperscript{11}</td>
<td>0.22 (0.05–1.02)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MacIntyre 2011/2014\textsuperscript{12,13}</td>
<td>0.52 (0.11–2.57)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MacIntyre 2013\textsuperscript{14}</td>
<td>1.31 (0.25–6.77)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>0.51 (0.19–1.41)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneity: $I^2 = 18%$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C: Workplace absenteeism</th>
<th>RCT</th>
<th>Odds ratio (95% CI)</th>
<th>Favours N95 respirator</th>
<th>Favours surgical mask</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loeb 2009\textsuperscript{11}</td>
<td>0.92 (0.57–1.50)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>0.92 (0.57–1.50)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneity:NA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Results of meta-analysis to determine effectiveness of N95 respirators versus surgical masks in protecting health care workers against acute respiratory infection. Outcomes were (A) laboratory-confirmed respiratory infection, (B) influenza-like illness and (C) workplace absenteeism. Values less than 1.0 favour N95 respirator. CI = confidence interval, NA = not applicable, RCT = randomized controlled trial.
Loeb and colleagues\textsuperscript{11} but as high risk of bias for the other 2 RCTs.\textsuperscript{12–14}

Risk of bias for the cohort and case–control studies is summarized in Table S12 of Appendix 1. In brief, the cohort study\textsuperscript{15} received a rating of 6 stars, one of the case–control studies received 3 stars,\textsuperscript{16} and the other case–control study received 6 stars.\textsuperscript{17}

**Outcome-specific quality of evidence**

The ratings of importance and outcome-specific quality of evidence that we assessed using the GRADE approach are summarized in Table S13 of Appendix 1. In brief, laboratory-confirmed respiratory infection was deemed a critically important outcome for decision-making with low-quality evidence from RCTs, and an important outcome for decision-making with very low-quality evidence from observational studies. Influenza-like illness was rated as an important outcome for decision-making with very low-quality evidence from RCTs. Work-related absenteeism was considered not an important outcome for decision-making with very low-quality evidence from 1 RCT.

We did not conduct subgroup analyses because no significant heterogeneity was detected. No meaningful sensitivity analyses could be performed because too few studies were included.

**Summary of surrogate exposure studies**

Twenty-three surrogate exposure studies were included.\textsuperscript{30–53} Their outcomes and general methods (e.g., participants, particles used for exposure, number and type of respirator or surgical mask used, flow rates and breathing rates of manikins, size of challenge particles and range of particle size measured) are summarized in Appendix 2 (available at www.cmaj.ca/lookup/suppl/doi:10.1503/cmaj.150835/-/DC1). In general, compared with surgical masks, N95 respirators showed less filter penetration, less face-seal leakage and less total inward leakage under the laboratory experimental conditions described.

**Interpretation**

Results of our systematic review and meta-analysis show that there was no significant difference between N95 respirators and surgical masks when used by health care workers to prevent transmission of acute respiratory infections from patients. However, wide 95% CIs from our meta-analysis must be interpreted as insufficient evidence to determine whether there is a clinically significant difference. Findings from the surrogate exposure studies suggest that N95 respirators are superior to surgical masks for filter penetration, face-seal leakage and total inward leakage under laboratory conditions.

It was not surprising to find that N95 respirators were generally more efficient filters with better face-seal characteristics than surgical masks when tested in the laboratory. However, transmission of acute respiratory infections is a complex process that may not be appropriately replicated by surrogate exposure studies. Because the face seal is important for the efficiency of the N95 respirator, fit-testing is recommended for health care workers.\textsuperscript{2} N95 respirators are often considered uncomfortable for regular use, and improper wearing or adjustment of the respirator because of discomfort could lead to inadvertent face contamination, thus negating the potential protective benefit.\textsuperscript{54,55} Furthermore, we do not have an adequate understanding of the number, size and dispersion of the droplets that contain live, infectious particles produced by infected patients.\textsuperscript{56} A laboratory-based study reported data that humans infected with influenza rarely produce aerosols that contain infectious viral particles.\textsuperscript{57} In 2 other laboratory studies, participants infected with influenza produced droplets containing viral RNA, but viral RNA could not be detected on manikin headforms or on filters of breathing manikins at distances as close as 0.1 m following participants breathing, counting, coughing or laughing.\textsuperscript{7}

**Limitations**

Despite our study’s many strengths, including a comprehensive search strategy for published data and grey literature, and a thorough review and assessment for risk of bias and quality of evidence using validated tools, limitations of this review should be acknowledged.

None of the studies included in the meta-analysis, except the RCT by Loeb and colleagues,\textsuperscript{11} independently audited compliance with the intervention. Potential confounding due to concurrent interventions (e.g., gloves, gowns and hand hygiene practices) as part of routine and additional precautions for droplet transmission were not accounted for by our meta-analysis.

We did not assess the impact of harms associated with mask and respirator use that could negatively affect the efficacy of the assigned intervention because it was out of the scope of our review.\textsuperscript{55}

Acute respiratory infections may have been acquired during the study from community exposures rather than nosocomial exposure. In one of the RCTs,\textsuperscript{12,13} transmission may have occurred via contamination of provided respiratory protective equipment during storage and reuse of masks and respirators throughout the workday.
Only 2 respiratory virus seasons were assessed by the 3 RCTs; in one trial, the peak period of one of these influenza seasons was missed, and in another trial, the H1N1 outbreak in 2009 halted the study during the other respiratory season. Year-to-year strain variation of influenza necessitates additional data from other seasons during peak periods.

The weighting of the meta-analysis was influenced by the laboratory-confirmed respiratory infection outcome of serology used in one of the RCTs. However, health care workers who received influenza vaccination were appropriately excluded from analysis based only on serology.

Bias due to lack of blinding in all studies was a key factor in the relatively low GRADE quality assessment, and it is impossible to overcome because the health care workers would know which mask they were wearing.

Finally, these results are not generalizable to infections transmitted primarily through airborne routes (i.e., tuberculosis, measles and varicella) or to protection from acute respiratory infections during aerosol-generating medical procedures.

**Conclusion**

Although N95 respirators appeared to have a protective advantage over surgical masks in laboratory settings, our meta-analysis showed that there were insufficient data to determine definitively whether N95 respirators are superior to surgical masks in protecting health care workers against transmissible acute respiratory infections in clinical settings. Additional, large RCTs are needed to detect a potentially clinically important difference owing to small event rates. Initial guidelines on preventing acute respiratory infection relied on surrogate exposure data and data extrapolated from the protection of health care workers against tuberculosis because clinical evidence did not exist at that time. Randomized controlled trials conducted in clinical settings represent the most valid information to evaluate the effectiveness of N95 respirators. They are more relevant to real clinical situations and report actual outcomes in health care. Additional, large RCTs are needed to determine whether N95 respirators are superior to surgical masks to prevent respiratory virus infection in health care workers.
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The efficacy of medical masks and respirators against respiratory infection in healthcare workers
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Objective: We aimed to examine the efficacy of medical masks and respirators in protecting against respiratory infections using pooled data from two homogenous randomised control clinical trials (RCTs).

Methods: The data collected on 3591 subjects in two similar RCTs conducted in Beijing, China, which examined the same infection outcomes, were pooled. Four interventions were compared: (i) continuous N95 respirator use, (ii) targeted N95 respirator use, (iii) medical mask use and (iv) control arm. The outcomes were laboratory-confirmed viral respiratory infection, influenza A or B, laboratory-confirmed bacterial colonisation and pathogens grouped by mode of transmission.

Results: Rates of all outcomes were consistently lower in the continuous N95 and/or targeted N95 arms. In adjusted analysis, rates of laboratory-confirmed bacterial colonisation (RR 0.33, 95% CI 0.21-0.51), laboratory-confirmed viral infections (RR 0.46, 95% CI 0.23-0.91) and droplet-transmitted infections (RR 0.26, 95% CI 0.16-0.42) were significantly lower in the continuous N95 arm. Laboratory-confirmed influenza was also lowest in the continuous N95 arm (RR 0.34, 95% CI 0.10-1.11), but the difference was not statistically significant. Rates of laboratory-confirmed bacterial colonisation (RR 0.54, 95% CI 0.33-0.87) and droplet-transmitted infections (RR 0.43, 95% CI 0.25-0.72) were also lower in the targeted N95 arm, but not in medical mask arm.

Conclusion: The results suggest that the classification of infections into droplet versus airborne transmission is an oversimplification. Most guidelines recommend masks for infections spread by droplets. N95 respirators, as “airborne precautions,” provide superior protection for droplet-transmitted infections. To ensure the occupational health and safety of healthcare worker, the superiority of respirators in preventing respiratory infections should be reflected in infection control guidelines.

Key words: droplet infections, healthcare workers, influenza, masks, medical masks, respirators

1 | BACKGROUND

There is currently a lack of consensus around the efficacy of medical masks and respirators for healthcare workers (HCWs) against influenza, with only five published randomised control trials (RCTs) in HCWs conducted to date.1-5 While N95 respirators have been shown to be superior to medical masks in preventing clinical respiratory infection (CRI), influenza illness (IL) and other outcomes, none of the
studies were adequately powered to examine laboratory-confirmed influenza.

In the smallest of the trials, involving only 32 HCWs, there was no difference in the rates of respiratory illnesses between HCWs who used medical masks and the control group. A Canadian study of 422 hospital nurses compared targeted use of N95 respirators and medical masks and found that the rate of serologically defined influenza was 25% in both arms. However, in the absence of a control arm for comparison, the finding of no difference in outcomes between the intervention arms could represent either equal efficacy or equal inefficacy of the two interventions. The other two published HCW RCTs used a more specific and less sensitive definition of influenza based on nucleic acid testing (NAT) of respiratory specimens in symptomatic subjects. As such, even these substantially larger RCTs were unable to demonstrate any significant difference in influenza infection between N95 respirators and medical masks. Finally, a recent study examined the efficacy of cloth masks compared to medical mask and control groups, and found that cloth masks may increase the risk of infection in HCWs.

Guidelines for respiratory protection have been driven by presumed transmission mode alone, and under an assumption that influenza and other pathogens are spread by one mode alone. However, the paradigm of unimodal droplet or airborne spread is based on outmoded experiments from the 1940s, which concluded that only large droplets are found at close proximity to the patient, while small droplet nuclei and airborne particles are found at a longer distance. It has since been shown that both small and large particles can exist at short distances from the patient, and that aerosolised transmission can occur at close proximity.

In our two published RCTs conducted in China, we used the same outcomes, case definitions and measurement tools, and used the same testing methods for a range of different pathogens transmitted by different routes. This afforded an opportunity to pool the data from both trials for improved statistical power to examine the outcomes by pathogens and mode of transmission. The aim of this pooled analysis was to examine the efficacy of medical masks and respirators in HCWs against respiratory infection.

2 METHODS

We pooled the results of our two RCTs on mask and respirator use in hospital HCWs in Beijing, China. The first RCT (Trial 1) was conducted from December 2008 to January 2009, and included 1441 HCWs randomised to: medical mask arm (n = 492), N95 fit-tested arm (n = 461) and N95 non-fit-tested arm (n = 488). The rate of fit-test failure was very low (5/461) in this trial, so data from both N95 arms were combined for analysis.

An additional 481 healthcare workers from nine hospitals were recruited to a control arm. These hospitals were purposefully selected as they indicated low levels of routine mask/respirator use during a pretrial assessment. Participants in the control arms continued their usual mask wearing practices and were followed using the same protocol as applied to the other arms.

The second trial (Trial 2) was conducted from 28 December 2009 to 7 February 2010, using the same design. In Trial 2, participants were randomised to three arms: medical masks at all times on shift (n = 572), continuous N95 respirators at all times on shift (n = 516) and targeted/intermittent use of N95 respirators only while doing high-risk procedures or barrier nursing of a patient with known respiratory illness (n = 521). Fit testing was not performed in the second RCT. In both trials, participants were followed for 4 weeks of wearing the medical masks or respirators, and an extra week of non-wearing of masks for the development of symptoms. Demographic and clinical data were collected, including gender, age, smoking, vaccination status, pre-existing medical illnesses, hand hygiene and high-risk procedures. Pharyngeal swabs were collected from symptomatic participants, and samples were tested at the laboratories of the Beijing Centers for Disease Control and Prevention. There was no major difference in the products used in both clinical trials. In the first trial, we used medical masks (3M, catalogue number 1820) and N95 fit/non-fit-tested respirator (3M, catalogue number 9132). The following products were used in the second trial: medical masks (3M, catalogue number 1817) and respirator (3M, catalogue number 1860).

The interventions compared in the pooled analysis were as follows: (i) continuous use of N95 respirators (pooled data from both trials - 1530 subjects); (ii) targeted N95 respirator use (data from trial 2-516 subjects); (iii) continuous use of medical masks (pooled data from both trials - 1064 subjects) and (iv) a control group (data from trial 1-481 subjects).

Only laboratory-confirmed outcomes were included in the analysis, which were defined and measured identically in both trials, and comprised: (i) laboratory-confirmed viral respiratory infection (detection of adenoviruses; human metapneumovirus; coronavirus 229E / NL63; parainfluenza viruses 1, 2 and 3; influenza viruses A and B; respiratory syncytial virus A and B; rhinovirus A/B and coronavirus OC43 /HKU1 by multiplex PCR); (ii) laboratory-confirmed (multiplex PCR) influenza A or B and (iii) laboratory-confirmed bacterial colonisation (Streptococcus pneumonia, Haemophilus influenza, Bordetella pertussis, Chlamydothila pneumoniae and Mycoplasma pneumoniae). The laboratory testing has previously been described.

Laboratory-confirmed bacteria and viruses identified in participants were categorised according to droplet (n = 285), contact (n = 6) and airborne (n = 3) transmission modes (Table S1A). Sixty-one co-infection cases with multitransmission were categorised separately. Among the viruses isolated, coronavirus and influenza A/B were included in the droplet category (and thus included in the additional analysis); rhinovirus A/B was included in the airborne category and adenovirus; parainfluenza virus and respiratory syncytial virus (RSV) were included in contact category in the base case analysis. All bacteria were categorised into the droplet transmission category. For consistency, data on the transmission modes were taken from the Pathogen Safety Data Sheets (PSDSs) of the Public Health Agency of Canada (Table S1A). As the largest number of confirmed infections was in the droplet category, we conducted a subgroup analysis of droplet-transmitted infections. Given there were a large number of RSV cases (n = 33) in our data set and RSV is variously categorised as
either “droplet”\textsuperscript{11} or “contact” spread\textsuperscript{12} in different guidelines, we performed a sensitivity analysis by including RSV into the droplet transmission category instead of contact.

2.1 | Ethics

Ethics approvals of two clinical trials were obtained from the Institutional Review Board and Human Research Ethics Committee of the Beijing Center for Disease Prevention and Control.

2.2 | Patient involvement

We did not involve patients and their families in the design and conduct of the study. We have acknowledged the support of participants, and the results will be published in open access journal.

2.3 | Statistical analysis

The data sets from the two trials were pooled incorporating the common variables. We calculated the attack rate (proportion of outcome) of each of the four outcomes by the study arms.

We conducted a fixed effect individual patient data (IPD) meta-analysis by fitting a multivariable log binomial model, using generalised estimating equation (GEE) to account for clustering by hospital/ward. We used a fitted fixed effect model because there are only two trials. Two studies were conducted in the same setting with similar participant characteristics, and they examined the same underlying effect. In the analysis, relative risk (RR) was estimated using the control arm as the referent category after adjusting for potential confounders and their interaction terms with a trial ID number. The overall rates of seasonal infection were higher in the second trial than the first. The consistency assumption (ie between study homogeneity) for the IPD meta-analysis was satisfied. However, a significant interaction was observed between trial ID and hand washing for laboratory-confirmed bacterial colonisation only; therefore, we estimated the RR for trial ID stratified by hand washing.

Figure 2 shows the forest plot of outcomes according to various interventions. All outcomes were consistently lower in the continuous N95 and targeted N95 arms. The IPD meta-analysis shows that the risk of laboratory-confirmed bacterial colonisation was lower in the

| Table 1 | Multivariable cluster adjusted log binomial model of laboratory-confirmed bacterial colonisation |
|-------------------|-------------------------|-----------------|
| Variables in the model | Relative risk (95% CI) | P-value |
| Continuous N95 arm | 0.33 (0.21-0.51) | <.001 |
| Targeted N95 arm | 0.54 (0.33-0.87) | .001 |
| Medical mask arm | 0.74 (0.48-1.13) | .161 |
| Control arm | Ref | Ref |
| Sex (Male) | 0.60 (0.42-0.85) | .005 |
| Trial | 2.53 (1.65-3.87) | <.001 |
| Influenza vaccine | 1.13 (0.89-1.43) | .308 |
| Trial \textsuperscript{*} Hand wash | 4.49 (3.12-6.48) | <.001 |

Bold value indicates statistically significant results.
Laboratory-confirmed viral respiratory infection

**TABLE 2** Multivariable cluster adjusted log binomial model of laboratory-confirmed viral respiratory infection

<table>
<thead>
<tr>
<th>Variables in the model</th>
<th>Relative risk (95% CI)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous N95 arm</td>
<td>0.46 (0.23-0.91)</td>
<td>.026</td>
</tr>
<tr>
<td>Targeted N95 arm</td>
<td>0.70 (0.30-1.67)</td>
<td>.424</td>
</tr>
<tr>
<td>Medical mask arm</td>
<td>0.78 (0.39-1.56)</td>
<td>.484</td>
</tr>
<tr>
<td>Control arm</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Sex (Male)</td>
<td>0.69 (0.36-1.33)</td>
<td>.272</td>
</tr>
<tr>
<td>Hand washing</td>
<td>0.78 (0.51-1.20)</td>
<td>.264</td>
</tr>
<tr>
<td>Influenza vaccine</td>
<td>0.94 (0.57-1.55)</td>
<td>.808</td>
</tr>
<tr>
<td>Trial</td>
<td>1.50 (0.89-2.54)</td>
<td>.131</td>
</tr>
</tbody>
</table>

Bold value indicates statistically significant results.

**TABLE 3** Multivariable cluster adjusted log binomial model of laboratory-confirmed influenza A or B

<table>
<thead>
<tr>
<th>Variables in the model</th>
<th>Relative risk (95% CI)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous N95 arm</td>
<td>0.34 (0.10-1.11)</td>
<td>.074</td>
</tr>
<tr>
<td>Targeted N95 arm</td>
<td>0.46 (0.06-3.40)</td>
<td>.445</td>
</tr>
<tr>
<td>Medical mask arm</td>
<td>0.55 (0.16-1.91)</td>
<td>.350</td>
</tr>
<tr>
<td>Control arm</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Sex (Male)</td>
<td>0.27 (0.03-2.01)</td>
<td>.220</td>
</tr>
<tr>
<td>Hand washing</td>
<td>0.70 (0.29-1.73)</td>
<td>.446</td>
</tr>
<tr>
<td>Influenza vaccine</td>
<td>0.78 (0.26-2.34)</td>
<td>.660</td>
</tr>
<tr>
<td>Trial</td>
<td>0.64 (0.19-2.18)</td>
<td>.477</td>
</tr>
</tbody>
</table>

Bold value indicates statistically significant results.

When only the continuous N95 arm was compared against control, the risk of laboratory-confirmed influenza was significantly lower in continuous N95 arm (RR 0.23 and 95% CI 0.06-0.93, or 77% efficacy). In the similar analysis, the risk of influenza was also lower in medical mask arm compared to control; however, the difference was not statistically significant (RR 0.81 and 95% CI 0.25-2.68) arm. Table 5 compares the results of this analysis with the individual studies.

<table>
<thead>
<tr>
<th>Variables in the model</th>
<th>Relative risk (95% CI)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous N95 arm</td>
<td>0.26 (0.16-0.42)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Targeted N95 arm</td>
<td>0.43 (0.25-0.72)</td>
<td>.001</td>
</tr>
<tr>
<td>Medical mask arm</td>
<td>0.65 (0.41-1.04)</td>
<td>.074</td>
</tr>
<tr>
<td>Control arm</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Sex (Male)</td>
<td>0.63 (0.43-0.92)</td>
<td>.016</td>
</tr>
<tr>
<td>Hand washing</td>
<td>1.27 (0.99-1.62)</td>
<td>.068</td>
</tr>
<tr>
<td>Influenza vaccine</td>
<td>1.16 (0.90-1.50)</td>
<td>.257</td>
</tr>
<tr>
<td>Trial</td>
<td>3.97 (2.83-5.59)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Bold value indicates statistically significant results.

4 | DISCUSSION

We demonstrated superior clinical efficacy of continuous use of N95 respirator (also known as “airborne precautions”) against infections presumed to be spread by the droplet mode, including influenza. This suggests that transmission is more complex than assumed by traditional classifications, and supports the fact that both large and small droplets are present close to the patient, and that aerosol transmission may occur for presumed “droplet” infections. Respirators are designed to provide respiratory protection through filtration and fit, and properly fitted respirators provide better protection compared to medical masks.3,4 We could not demonstrate efficacy of medical masks against any outcome, but the non-significant trend appeared to be towards protection. Medical masks may well have efficacy,5 but if so, the degree of efficacy was too small to detect in this study, and larger studies are needed, given the widespread use of these devices in health care.

The practical implication of this research is illustrated with influenza as a case in point. Droplet and contact are thought to be primary modes of transmission for seasonal influenza; therefore, the World Health Organisation (WHO) and the Centers for Disease Control and Prevention (CDC) guidelines recommend medical masks during routine patient care, while N95 respirators are recommended during procedures in which aerosols may be generated and during other high-risk situations.14,15 However, there is increasing evidence of aerosol transmission of influenza during routine care as well (in the absence of aerosol generating procedures), which may warrant superior respiratory protection.16,17 Influenza research is challenging because there is high seasonal variation in activity, and the level of circulating influenza in any given year cannot be predicted when planning RCTs. In addition,
a diagnosis of influenza requires the detection of virus from respiratory specimens, or a fourfold rise in serological titres, both of which are highly resource-intensive and depend on daily subject follow-up and on optimal timing of specimen collection. For all these reasons, the published studies to date have been unable to determine whether there is a difference in efficacy against influenza infection between medical masks and N95 respirators. This study can therefore usefully inform policies for prevention of influenza.

In the first RCT, compared to medical masks, N95 respirators were found to be protective against CRI, but not against ILI or laboratory-confirmed influenza. When compared with the control arm, rates of laboratory-confirmed virus and bacterial colonisation were significantly lower in N95 arm (Table 5). In the second RCT, continuous use of N95 respirators was associated with lower rates of CRI and laboratory-confirmed bacterial colonisation compared to the medical mask use. Pooled analysis of these studies improved the power to analyse other infectious outcomes by intervention and to allow analysis by mode of transmission.

An important finding of this analysis was the efficacy of N95 respirators against droplet-transmitted infections. Generally, medical masks are considered sufficient for droplet-transmitted infections such as influenza. However, this study has demonstrated a clear benefit of using N95 respirators (both continuous and targeted) to protect HCWs against droplet infections and does not show significant protection of medical masks. In the light of these findings, it may be prudent to use respirators when the transmission mode of a disease is unknown or when HCWs exposed to droplet-transmitted infections with a high-case fatality rate. Middle East respiratory syndrome coronavirus (MERS-CoV) and Ebola virus disease (EVD) are not airborne infections, yet the CDC recommendation of using respirators to protect HCWs recognises the uncertainty around transmission. The CDC initially recommended medical masks for Ebola, but changed their guidelines when US HCWs became infected, amidst unrest and challenges to the prior guidelines. In contrast, the WHO recommends medical masks for MERS-CoV and Ebola despite having older guidelines for filoviruses which recommended respirators. There is a need for a more evidence-based approach to updating guidelines and ensuring consistency between different guidelines.

Our study also demonstrated that, over and above the benefit of continuous use, targeted use of N95 is associated with reduced risk of infection. Many guidelines recommend targeted use, and our study supports this practice. However, better protection is achieved through continuous use of respirators. This may be because HCWs cannot always identify situations in which they are at risk, especially in busy clinical settings with a high level of movement of patients and staff in and out of wards.

| TABLE 5 | Results of individual clinical trials and pooled analysis |
|----------------|-------------------------------|-------------------------------|
| Arms | RCT 1 (OR/ RR) | RCT 2 (HR/ RR) | Pooled analysis |
| **CRI** | | | |
| Continuous N95 | 0.46 (0.19-1.11) | 0.39 (0.21-0.71) | |
| Targeted N95 | - | 0.70 (0.39-1.24) | |
| Medical masks | 0.74 (0.29-1.88) | Ref | |
| Control | Ref | - | |
| **Influenza like illness** | | | |
| Continuous N95 | 0.26 (0.06-1.11) | - | |
| Targeted N95 | - | - | |
| Medical masks | 0.49 (0.12-2.07) | - | |
| Control | Ref | - | |
| **Laboratory-confirmed viruses** | | | |
| Continuous N95 | 0.43 (0.20-0.91) | - | 0.46 (0.23-0.91) |
| Targeted N95 | - | - | 0.70 (0.30-1.67) |
| Medical masks | 0.84 (0.38-1.85) | - | 0.78 (0.39-1.56) |
| Control | Ref | - | Ref |
| **Laboratory-confirmed influenza** | | | |
| Continuous N95 | 0.25 (0.06-1.00) | - | 0.34 (0.10-1.11) |
| Targeted N95 | - | - | 0.46 (0.06-3.40) |
| Medical masks | 0.81 (0.25-2.68) | - | 0.55 (0.16-1.91) |
| Control | Ref | - | Ref |
| **Laboratory-confirmed bacterial colonisation** | | | |
| Continuous N95 | 0.34 (0.21-0.56) | 0.40 (0.21-0.73) | 0.33 (0.21-0.51) |
| Targeted N95 | - | 0.70 (0.40-1.24) | 0.54 (0.33-0.87) |
| Medical masks | 0.67 (0.38-1.18) | Ref | 0.74 (0.48-1.13) |
| Control | Ref | - | Ref |
| **Droplet-transmitted infections** | | | |
| Continuous N95 | - | - | 0.26 (0.16-0.42) |
| Targeted N95 | - | - | 0.43 (0.25-0.72) |
| Medical masks | - | - | 0.65 (0.41-1.04) |
| Control | - | - | Ref |

Bold value indicates statistically significant results.
This study has some limitations. Firstly, the reporting of the results included in Figure 1 is different from the IPD meta-analysis results. This is due to the uneven distribution of randomisation arms and differing seasonal attack rates between the trials. In Figure 1, these between-trial differences were not taken into account. The IPD meta-analysis takes into account of these and gives an unbiased association. Secondly, the control arm in trial 1 was not randomised; however, the risk of bias is less due to similar study setting, outcome measures and participant characteristics. Moreover, whether infection was acquired in the community or the hospital cannot be determined, but the RCT design should result in community exposure being distributed equally across all arms. Finally, we categorised pathogens according to various transmission modes, while certain viruses are transmitted via multiple routes. The pooled data were suggestive of an effect of respirators against influenza, but probably did not have enough statistical power for this outcome. The major strength of this study is the use of the same endpoints, measurements and methods in the two trials, which allowed valid pooling of the data.

5 | CONCLUSION

It is a long-held belief in hospital infection control that a mask is adequate for droplet-transmitted infections. We showed that the use of respirators provides better protection against respiratory infections, even those presumed to be spread predominantly by the droplet mode. The targeted use of a respirator was also effective, whereas no efficacy was demonstrated for medical masks alone. However, the trends suggest some degree of protection from medical masks, and larger studies are required to measure the efficacy of these devices. The superiority of respirators should be reflected in infection control guidelines to ensure the occupational health and safety of HCWs. A growing body of clinical efficacy evidence, including this study, challenges long-held paradigms about the transmission of infection.

6 | SUMMARY OF KEY POINTS

1. The data collected during two similar clinical trials conducted in Beijing, China, which examined the same infection outcomes, were pooled
2. We showed that respirators provide superior protection against droplet-transmitted infections, for which most guidelines recommend masks. These findings challenge the paradigm of infection transmission being simplified to droplet, airborne or contact.
3. For many infections, more than one mode of transmission is possible, and our data suggest that transmission of infections is more complex than suggested by these paradigms.
4. Clinical efficacy data are a higher level of evidence than theoretical paradigms of transmission, and show better protection afforded by respirators.
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Background: During respiratory viral infection, face masks are thought to prevent transmission (1). Whether face masks worn by patients with coronavirus disease 2019 (COVID-19) prevent contamination of the environment is uncertain (2, 3). A previous study reported that surgical masks and N95 masks were equally effective in preventing the dissemination of influenza virus (4), so surgical masks might help prevent transmission of severe acute respiratory syndrome–coronavirus 2 (SARS–CoV-2). However, the SARS–CoV-2 pandemic has contributed to shortages of both N95 and surgical masks, and cotton masks have gained interest as a substitute.

Objective: To evaluate the effectiveness of surgical and cotton masks in filtering SARS–CoV-2.
Methods and Findings: The institutional review boards of 2 hospitals in Seoul, South Korea, approved the protocol, and we invited patients with COVID-19 to participate. After providing informed consent, patients were admitted to negative pressure isolation rooms. We compared disposable surgical masks (180 mm × 90 mm, 3 layers [inner surface mixed with polypropylene and polyethylene, polypropylene filter, and polypropylene outer surface], pleated, bulk packaged in cardboard; KM Dental Mask, KM Healthcare Corp) with reusable 100% cotton masks (160 mm × 135 mm, 2 layers, individually packaged in plastic; SeoulSa).

A petri dish (90 mm × 15 mm) containing 1 mL of viral transport media (sterile phosphate-buffered saline with bovine serum albumin, 0.1%; penicillin, 10 000 U/mL; streptomycin, 10 mg; and amphotericin B, 25 µg) was placed approximately 20 cm from the patients' mouths. Patients were instructed to cough 5 times each onto a petri dish while wearing the following sequence of masks: no mask, surgical mask, cotton mask, and again with no mask. A separate petri dish was used for each of the 5 coughing episodes. Mask surfaces were swabbed with aseptic Dacron swabs in the following sequence: outer surface of surgical mask, inner surface of surgical mask, outer surface of cotton mask, and inner surface of cotton mask.

The median viral loads of nasopharyngeal and saliva samples from the 4 participants were 5.66 log copies/mL and 4.00 log copies/mL, respectively. The median viral loads after coughs without a mask, with a surgical mask, and with a cotton mask were 2.56 log copies/mL, 2.42 log copies/mL, and 1.85
log copies/mL, respectively. All swabs from the outer mask surfaces of the masks were positive for SARS–CoV-2, whereas most swabs from the inner mask surfaces were negative (Table).

Table. SARS–CoV-2 Viral Load in Patient Samples, Petri Dishes, and Mask Surfaces

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Patient 1 (Hospital A)</th>
<th>Patient 2 (Hospital A)</th>
<th>Patient 3 (Hospital B)</th>
<th>Patient 4 (Hospital B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, y</td>
<td>61</td>
<td>62</td>
<td>35</td>
<td>82</td>
</tr>
<tr>
<td>Sex</td>
<td>Male</td>
<td>Female</td>
<td>Male</td>
<td>Female with ARDS</td>
</tr>
<tr>
<td>Clinical diagnosis</td>
<td>Pneumonia</td>
<td>Upper respiratory infection</td>
<td>Upper respiratory infection</td>
<td>Pneumonia with ARDS</td>
</tr>
<tr>
<td>Symptom onset before admission, d</td>
<td>24</td>
<td>4</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Timing of the mask test, hospital days</td>
<td>8</td>
<td>4</td>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td>Nasopharyngeal swab</td>
<td>7.68</td>
<td>5.42</td>
<td>5.98</td>
<td>3.57</td>
</tr>
<tr>
<td>Saliva</td>
<td>8.29</td>
<td>2.59</td>
<td>5.91</td>
<td>3.51</td>
</tr>
<tr>
<td>Petri dish</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coughing with a mask (before control)</td>
<td>3.53</td>
<td>2.14</td>
<td>2.52</td>
<td>ND</td>
</tr>
<tr>
<td>Coughing with a surgical mask</td>
<td>3.26</td>
<td>1.80</td>
<td>2.21</td>
<td>ND</td>
</tr>
<tr>
<td>Coughing with a cotton mask</td>
<td>2.27</td>
<td>ND</td>
<td>1.42</td>
<td>ND</td>
</tr>
<tr>
<td>Coughing without a mask (after control)</td>
<td>3.23</td>
<td>2.06</td>
<td>2.64</td>
<td>2.44</td>
</tr>
<tr>
<td>Outer surface of surgical mask</td>
<td>2.21</td>
<td>2.11</td>
<td>2.63</td>
<td>2.59</td>
</tr>
<tr>
<td>Inner surface of surgical mask</td>
<td>ND</td>
<td>ND</td>
<td>2.00</td>
<td>ND</td>
</tr>
<tr>
<td>Outer surface of cotton mask</td>
<td>2.76</td>
<td>2.66</td>
<td>3.61</td>
<td>2.36</td>
</tr>
<tr>
<td>Inner surface of cotton mask</td>
<td>ND</td>
<td>ND</td>
<td>3.70</td>
<td>ND</td>
</tr>
</tbody>
</table>

ARDS = acute respiratory distress syndrome; ND = not detected; SARS-CoV-2 = severe acute respiratory syndrome–coronavirus 2.

* Transferred from the other hospital.

**Discussion:** Neither surgical nor cotton masks effectively filtered SARS–CoV-2 during coughs by infected patients. Prior evidence that surgical masks effectively filtered influenza virus (1) informed recommendations that patients with confirmed or suspected COVID-19 should wear face masks to prevent transmission (2). However, the size and concentrations of SARS–CoV-2 in aerosols generated during coughing are unknown. Oberg and Brousseau (3) demonstrated that surgical masks did not exhibit adequate filter performance against aerosols measuring 0.9, 2.0, and 3.1 μm in diameter. Lee and colleagues (4) showed that particles 0.04 to 0.2 μm can penetrate surgical masks. The size of the SARS–CoV particle from the 2002–2004 outbreak was estimated as 0.08 to 0.14 μm (5); assuming that SARS-CoV-2 has a similar size, surgical masks are unlikely to effectively filter this virus.
Of note, we found greater contamination on the outer than the inner mask surfaces. Although it is possible that virus particles may cross from the inner to the outer surface because of the physical pressure of swabbing, we swabbed the outer surface before the inner surface. The consistent finding of virus on the outer mask surface is unlikely to have been caused by experimental error or artifact. The mask's aerodynamic features may explain this finding. A turbulent jet due to air leakage around the mask edge could contaminate the outer surface. Alternatively, the small aerosols of SARS–CoV-2 generated during a high-velocity cough might penetrate the masks. However, this hypothesis may only be valid if the coughing patients did not exhale any large-sized particles, which would be expected to be deposited on the inner surface despite high velocity. These observations support the importance of hand hygiene after touching the outer surface of masks.

This experiment did not include N95 masks and does not reflect the actual transmission of infection from patients with COVID-19 wearing different types of masks. We do not know whether masks shorten the travel distance of droplets during coughing. Further study is needed to recommend whether face masks decrease transmission of virus from asymptomatic individuals or those with suspected COVID-19 who are not coughing.

In conclusion, both surgical and cotton masks seem to be ineffective in preventing the dissemination of SARS–CoV-2 from the coughs of patients with COVID-19 to the environment and external mask surface.

This article was published at Annals.org on 6 April 2020.
Comments

20 Comments

ken • palmar • 21 May 2020

inhalation of virus
I'm interested in if masks can prevent inhalation of viruses - not so much if one can sneeze or cough thru a mask.

JSmith • None • 19 May 2020

Methodology clarification
Within the portion of the study under methodology it states, "Patients were instructed to cough 5 times each onto a petri dish while wearing the following sequence of masks..." How were the masks brought into the room? Where were they stored during testing prior to each mask being used? How was each mask placed on each patient? In other words, what precautions were taken to ensure the masks were not contaminated prior to placement on the subjects, during placement on the subjects, or during use? Similarly, how did the experiment ensure no other possible sources for transferred viral load? Were the hands of those who placed the masks on the subjects cleaned and then tested for viral load to ensure no cross contamination? Were control masks included that accompanied the test masks and also tested for viral loads with the same procedures?

Paul W Leu • University of Pittsburgh • 19 May 2020

Irrelevant to Efficacy of Masks
The conclusions of this study by Bae et. al are not only erroneous but misleading. 1. The main result of this study is that higher concentrations of SARS-CoV-2 were found on the outside of masks that were coughed into as opposed to the inside. The fact that the virus was determined to be present on the outside of the mask is unsurprising. Surgical and cotton masks are fabrics which will simply absorb any droplets they come into contact with. The higher concentrations found on the outside of the masks may be due to their swabbing the outside of the masks first (which may remove some of the virus) as opposed to the inside. Results should be compared with swabbing the inside first and then the outside. 2. The presence of SARS-CoV-2 on the outside of masks of infected people is of very limited concern for transmission. Most people put on and remove their own masks and do not touch each other’s masks. 3. The results of this study do NOT show that masks are “ineffective in preventing the dissemination of SARS–CoV-2 from the coughs of patients with COVID-19 to the environment.” As the authors acknowledge, their study does NOT evaluate the ability of the masks to shorten the trajectory of droplets emitted during coughing. The function of the mask is to reduce how far aerosol droplets travel during
breathing, speaking, singing, sneezing, or coughing. This is the same reason one should cover one’s mouth or nose with your forearm, inside of your elbow, or tissue when sneezing. CDC guidelines advise the wearing of face coverings to "slow the spread of the virus and help people who may have the virus and do not know it from transmitting it to others."

Joe Breuer • none • 19 May 2020

**Theory on negative result on inside of masks**

This is a layman's idea for a possible explanation of the counterintuitive result that for the most part the outside of masks tested positive and the insides negative. I cannot speak on its validity and just wish to posit it for discussion by experts. If it possibly leads to valuable insights, great; if it's off base, I hope I did not waste anyone's time. How about the patients expel, along with the virus, other material/cells - related to their immune system or not - that inactivates the virus? And this material or cells *cannot* pass through the masks, so on the insides the inactivation continues / takes place, whereas towards the outside only the infectious material is transported.

Ki Ho Hong1, So Yeon Kim2, Jaehyeon Lee3 • Department of Laboratory Medicine, Seoul Medical Center, Seoul1; National Medical Center, Seoul2, Jeonbuk National University Medical School and Hospital, Jeonju3, South Korea • 17 May 2020

**More detailed information about the experiment is needed.**

We read with interest Bae and colleagues’ study of the effectiveness of surgical and cotton masks against severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) (1). Although their study is important, some points should be clarified prior to drawing conclusions. The first issue is contamination of aerosolized or small particles. Coughing can cause environmental contamination. Nevertheless, all experiments appeared to have been performed within the same room. Coughing into Petri dishes without a mask could have produced airborne virus-containing droplets that contaminated the next steps of experiment. The sequences would be better following: surgical mask, cotton mask, and no mask. Additionally, fitted mask are critical for preventing room contamination, but mask fit was not discussed (2).

Second, swabbing the inner surfaces of masks may not have been sufficient for the “not detected” results in their Table (1). Removing mask layer and subsequent particle elution in media for nucleic acid amplification might have been a better alternative (3), especially for the evaluation of inner surfaces. Third, the results and conclusions appeared to differ. Cotton masks reduced virus titers by 1-2 log10 copies/mL in Patients 1, 2, and 3. For Patient 4, the virus was detected only in the coughing-without-a-mask Petri dish and only on the outer surfaces of her surgical and cotton masks.

The conclusion that cotton masks do not effectively filter SARS-CoV-2 does not correspond to these findings. In addition, the number of experiments was too small for the conclusion. Finally, a few PCR results in the report (1) were under the measurable level by most PCR protocols widely used. The authors did not describe the PCR protocol adopted or the analytical performance of it with the limit of detection (LoD). Most sensitive LoD theoretically possible is 3 copies/reaction. Assuming that the total reaction volume and RNA volume for the PCR reaction were 5 and 25 μL, respectively, and that the widely used QIAamp Viral RNA MINI kit (Qiagen,
Hilden, Germany) was utilized for RNA extraction per the manufacturer’s protocol, the LoD should be approximately 2.41 log copies/mL. Indeed, Corman reported 2.31 log copies/mL based on a 25 μL reaction volume (4), and Pfefferle reported 2.83 log copies/mL (5). Additionally, the limit of quantitation is usually higher than the LoD. The authors reported 1.42 log10 copies/mL, which appears too low. Results below LoD should be reported as “less than LoD.” Before resolving these issues, the conclusion should be interpreted with caution.

References


Acknowledgments

Author contributions

Drs. Ki Ho Hong and So Yeon Kim contributed equally as co-first authors. Drs. Jaehyewon Lee and Ki Ho Hong drafted the manuscript. All authors participated in the concept development and critical revision of the manuscript for important intellectual content.

Conflicts of interest

All authors declare no conflict of interest.

Angela C • None • 16 May 2020

Need a larger sample size and more control tests

Hello, I am very interested in this study, as I have my own suspicions about the effectiveness of wearing face masks. I would like to see a larger, more random study conducted. I don’t feel a study with 4 participants can give you reliable data. Also, I would like to see the inside and outside of these masks tested prior to the cough tests being completed. And finally, I didn’t see the results of the viral load on each of the Petri dishes that the participants coughed onto. That would be interesting to have them cough into Petri dishes at various distances wearing different face masks, including the N95. Thank you for starting this study. I think it needs more work though. I have been a paid RN, BSN for the past 20 years, but my opinions do not reflect those of my employers.

Sung-Han Kim, MD. • Asan Medical Center • 28 April 2020
Author's response

We totally agree with Dr. Glele and colleagues' comment on the high variability of coughing intensity within subjects. Furthermore, it is worth to note that one of eight coughing experiments without mask in patients with COVID-19 revealed a negative SARS-CoV-2 PCR result (Table 1). The heterogeneity of transmission of coronavirus including SARS-CoV, MERS-CoV, and SARS-CoV-2 may explain this observation. The recent study reported that none 41 healthcare workers with most surgical masks and minor N95 masks who were exposed to the aerosol-generating procedures in eventually diagnosed COVID-19 patients developed symptoms, and all PCR tests for SARS-CoV-2 were negative (COVID-19 and the risk to health care workers: a case report. Ann Intern Med 2020 March 16). Given that viral expectoration from coughing COVID-19 patients was not uniform based on our experiment, cautious interpretation for unusual transmission events is always needed. Dr. Glele and colleagues also commented that no detection of SARS-CoV-2 RNA from inner surface except one patient precludes any reliable conclusions. We assume that multiple factors may affect swab sampling from the outer and inner surfaces of the masks. Although environmental sampling from hard surfaces such as plastic or metal has been widely studied, there are limited studies on sampling from fabric materials. Elution of punched layers of face masks may provide more valuable information about the surface contamination of the masks. Further studies are needed on the viral contamination of mask surfaces. In this context, this variability of viral shedding from coughing within the subject and the nature of fabric swab sampling should be bear in mind for the interpretation of our small experimental data.

As Dr. Glele and colleagues’ comment, Leung et al. reported the efficacy of surgical masks in reducing coronavirus detection and viral load from 17 patients (Nat Med 2020 Apr 3). The big difference between Leung’s study and ours is the method of collecting human coronavirus particles from the patients. Leung’s study collected virus particles by a closed system such as G-II bioaerosol collecting device which consists of a large cone connected with a closed duct. In contrast, we collected virus particle of SARS-CoV-2 directly from coughing COVID-19 patients with an open air system in a negative pressure room. Furthermore, the results of the efficacy of surgical masks on influenza virus from Leung’s study (Nat Med 2020 Apr 3) are different from those by the previous study (Clin Infect Dis 2009; 49:275-7). The different methodology of sample collection may explain this discrepancy.

Dr. Purens and colleagues pointed the statistical issue. Our complete case analysis (CCA) may overestimate the true value. In contrast, if we included “not detectable” as “zero”, the calculation may underestimate the true value. So, an alternative calculation such as single imputation or Dr. Purens' calculation may result in the value between these two. Thank you for suggesting one of good sensitivity analysis.

We appreciated Dr. Yeung’s good balanced view of our study results. We agree with Dr. Yeung’s opinion on that our small study (n=4) is a pilot study. We have recently completed additional mask tests in 7 COVID-19 patients to compare the use of surgical masks to the use of N95-equivalent respirators. We believe that these data will provide more information on this issue. Furthermore, other independent groups should evaluate the outward and inward protective effectiveness of various masks against SARS-CoV-2 with more well-designed protocols in which the issues raised in this pilot study by many experts...
Prevention of the spread of the coronavirus using masks.

We read the work which concluded "both surgical and cotton masks seem to be ineffective in preventing the dissemination of SARS–CoV-2..."1 In fact, compared with the control condition, the petri dish viral load was less with a cloth mask for all patients, and in half, was not detectable.1 Such reductions do help at the population level.2,3 We retrieved mortality and testing data for 169 countries from a publicly available source on April 22, 2020.4 On average, the time from infection to symptoms is 5.1 days, and that from infection to death is 23 days.2 Therefore, the date of each country's initial infection was estimated as the earlier of: 5 days before the first reported infection, or 23 days before the first death.4,5 As deaths by April 22, 2020 would typically reflect infections beginning 23 days previously (by March 30), both the time from the first infection, and from the time the public began wearing masks, until March 30 were determined. Countries in which mask usage has been widespread include Hong Kong, South Korea, Malaysia, Taiwan, Japan, and Mongolia.2 Mandates for wearing of masks in public had been issued by March 30 in Thailand (March 12), Vietnam (March 16), Czechia (March 19), and Slovakia (March 25).2 The exponential growth associated with the spread of an epidemic appears linear on a logarithmic scale.2 By multivariable linear regression, significant predictors of the logarithm of each country's per-capita coronavirus mortality included: duration of infection in the country, duration of wearing masks, population size, and per-capita testing (all p<0.001, Table 1). In a population not wearing masks, the per-capita mortality tended to increase each week by a factor of 10^0.156 = 1.43, or 43%. On the other hand, in a population wearing masks, the per-capita mortality tended to increase by a factor of 10^(0.156-0.144) = 1.028, or just 2.8%. The positive association with testing probably reflects the greater recognition of coronavirus-related mortality with more testing, as well as the increased incentive countries have to test when they suffer a more intense outbreak. These results support the universal wearing of masks by the public to suppress the spread of the coronavirus. Mask-wearing should be adopted immediately, based on the precautionary principle.2,3
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Table 1. Predictors of (log) Country-wide Per-capita Coronavirus Mortality by Multivariable Linear Regression in 169 Countries.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Coefficient (SE)</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration in country (weeks)</td>
<td>0.156 (0.034)</td>
<td>0.089 to 0.223</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Time wearing masks (weeks)</td>
<td>-0.144 (0.033)</td>
<td>-0.209 to -0.079</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Population (log)</td>
<td>-0.297 (0.079)</td>
<td>-0.453 to -0.141</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Tests per capita (log)</td>
<td>0.612 (0.085)</td>
<td>0.445 to 0.779</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Constant</td>
<td>-2.571 (0.368)</td>
<td>-3.299 to -1.844</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Eugene Y.H. Yeung • Faculty of Medicine, University of Ottawa; Eastern Ontario Regional Laboratory Association (EORLA) • 27 April 2020

Effectiveness of Masks in Blocking SARS-CoV-2: Depends on Whether You See the Glass Half Full or Empty

It is difficult to draw a solid conclusion from a study of 4 participants, which clearly lacked statistical power to detect difference between control and intervention groups. This is a pilot study at best, but our interpretation depends on whether we see the glass half full or empty. Optimistic researchers would notice a trend of decrease in SARS-CoV-2 viral load when each participant had face mask on. Although the study found contamination on the outer surface of face masks, there was no evidence that the viral particles bypassed the mask and entered the wearers’ mucosa. Three of the 4 participants had undetectable viral load in inner surface of masks. These findings suggested potential role of masks as barriers against entrance of viral particles. Optimistic researchers would be satisfied with these preliminary findings, and thereby conduct a larger study with sufficient statistical power. On the contrary,
pessimistic researchers would see this study as a failure and conclude masks are ineffective in preventing the dissemination of SARS–CoV-2. As Sir Winston Churchill stated, “A pessimist sees the difficulty in every opportunity; an optimist sees the opportunity in every difficulty.”

Disclosures: I have been paid for working in primary and secondary care settings, but not for writing this letter. Opinions expressed are solely my own and do not express the views of my employer.

Ludwig Serge Aho Glele, Sara romano-Bertrand, Jean-Francois Gehanno, Didier Lepelletier • Epidemiology, infection control, evaluation. Dijon, Montpellier, Rouen, Nantes. France and public health • 27 April 2020

General response to Bae et al.

We read with interest the article by Seongman Bae et al. (1) estimating the blocking power of surgical mask and cotton mask against SARS-CoV-2.

Patients with known viral loads had to cough five times in a petri dish following the sequence: no mask, surgical mask, cotton mask then no mask again. Different petri dishes were used for each of the five cough episodes and we assume that each patient coughed 5 times on each petri dish for each step of the sequence, as there were only four steps by sequence.

Authors implicitly consider that the intensity of coughing does not vary between subjects and during the course of the experiment, which is not in line with the high variability within subjects (2).

Outcomes criteria were the contamination of petri dishes, and of external and internal surfaces of masks. No air samples were collected close to patients along with the experiment but it would be informative on SARS-CoV-2 shedding through ineffective masks.

Outer surfaces of masks were more contaminated than inner surfaces, but this was in fact assessed only for one patient (patient 3), since inner surface contamination was not detected for the three other patients. This precludes any statistical test and therefore any reliable conclusion.

Authors based the statement that neither surgical nor cotton masks effectively filtered SARS–CoV-2 during coughs on only two patients (1 and 3) without any statistical test. The median viral loads (log copies/mL) in nasopharynx and saliva from the four participants were respectively of 5.66 and 4.00, but varied from 3.51 to 7.68. Furthermore viral loads, when detected, were often very close to the RT-PCR detection limit. This can induce bias but is not discussed by authors. We therefore consider that their statement cannot be considered reliable. A study on 17 patients demonstrated the efficacy of surgical masks in reducing coronavirus detection and viral loads in both large respiratory droplets and aerosols (3).

Non-parametric tests can be performed even with very small samples (4). Potential confounding factors, particularly viral loads, were collected but were not statistically analysed. Larger sample size would have allowed the development of an experimental design that could consider: initial viral load level and correlation of the data (difference in viral load between outer and inner surfaces, initial level in the oropharynx and mask contamination, contamination of petri dishes and surfaces...). Such a more complex experimental design (5) would allow more reliable conclusions.
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Ken Lim • CyberMedia Convergence consulting • 20 April 2020

Principal Investigator

Extremely flawed experiment got published with n=4!!! OFC the virus went thru! the masks aren’t waterproof. OFC it went thru, force of cough pushed it thru. The test should be how many viral droplets appeared on another person or surface 2-3m away! The test should be hi-speed video showing # of particles expelled w & w/o mask! Unbelievably poor experiment!

Kristopher Purens, PhD, Abigail Purens, DVM/MPH candidate • Descartes Labs, Inc., University of Minnesota College of Veterinary Medicine • 17 April 2020

Statistical analysis shows decreased airborne SARS-CoV-2 transmission with the use of masks in line with previous studies

To test the efficacy of masks to reduce respiratory transmission of SARS-CoV-2, Bae et al.(1) replicated methods previously published by Johnson et al. (2009)(2) in an important early comparative study. A precautionary approach to new public health threats such as the COVID-19 pandemic is to use the best available models as analogues, make conservative recommendations, and update as new data become available. This necessitates careful null hypothesis selection and an information-gained approach to new data and ongoing analysis. A precautionary null hypothesis to COVID-19 is to test whether new evidence is strong enough to reject prior recommendations, such as widespread mask use. Johnson found that masks reduced respiratory transmission of influenza virus, a disease commonly used as a model for SARS-CoV-2.(3) In this context, Bae’s null hypothesis that masks do not reduce viral load transmission was inappropriate. Combined with Bae's small sample size, this led to reporting of mask wearing causing no significant reduction in SARS-CoV-2 viral load transmission, in contrast to Johnson's findings for influenza.

Additionally, statistical analyses for non-normally distributed data and small sample size are appropriate in this context, to prevent being misled by violating the assumptions of common statistical methods. Two such appropriate analyses are probability based methods, and permutation tests. Analytical power can be increased by treating each pair of masked/non-masked attempts as a trial, and correcting for differences in base viral load for each individual.(4) We assumed no detection (ND) just below the lowest detected
threshold reported, with differences calculated from that highest-reasonable viral load that would result in ND.

To this end we performed two tests: 1) non-parametric probabilistic approach testing whether Bae’s results indicate masks caused no reduction in respiratory SARS-CoV-2 transmission and 2) permutation resampling testing of whether Bae’s results were significantly different than Johnson’s influenza virus transmission results.(4) Our analysis found that masks provide >0 reduction in viral load transmission (p=0.0078) and that Bae’s results for SARS-CoV-2 were not significantly different from Johnson’s results for influenza in reducing respiratory viral load transmission (p = 0.158). Our results support the continued use of influenza as a model for public health decisions regarding SARS-CoV-2. Importantly for public health, our analysis supports current recommendations for widespread mask wearing during the COVID-19 pandemic.(5)

The combined data set assembled, Bae et al. and Johnson et al., and analysis is available at https://github.com/purens/sars_cov2_masks to allow further study.
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Sung-Han Kim, MD. • Asan Medical Center • 15 April 2020

Author's response to the comments
Thank you for your thoughtful comments on the concept of the strong ability of airborne transmission of SARS-CoV-2 (Dr. Shu Yuan). So, they commented the possibility of the environmental air contamination before the patients wore the masks. I also agree with that environmental air contamination may result in outer surface contamination of masks and petri dish in front of the patients. Initially, we did not concern about air contamination by coughing without mask, like the previous study (Clin Infect Dis 2009; 49:275-7). So, we performed testing sequence as coughing without mask first. But, it is possible that initial coughing without masks might contaminate the surrounding air, given that NEJM paper demonstrated air stability of SARS-CoV-2. However, negative pressure room where the patients stayed had more than 12 air change per hour, so theoretically 99% of particles is cleared within 23 min. In addition, we used small petri dish, so it is unlikely that aerosol landed on this area of small petri dish during the testing with subsequent mask changes. Actually, we performed air sampling before this experiment to investigate the aerosol transmission in the patients’ room. We had collected about 1,000 L air for 20 min by air sampler (Sartorius) like our previous study in MERS infected patients’ room (Clin Infect Dis 2016; 63:363-9). We can found a few positive PCR results from air sampling, although we collected air sampling without active coughing (unpublished data). Instead, we assume that fine aerosols leaked from the masks may contaminated the outer surface of the masks. In addition, we hypothesized the spit without virus particle might be deposited in the inner surface of the mask like Dr. Hoehn’s comment. However, further well-controlled study with air sampling and more cautious coughing sequence in different rooms may provide us valuable information for these hypotheses.

Dr. Lasica and Dr. Ing commented the statistical points. But, we think that the numerical data presented in this small study do not have any statistical meaning. So, the interpretation based on the median or mean values with the calculation of p value may be not useful. A more adequate powered studies are urgently needed.

Dr. Harada commented that the value for the mask surface is difficult to express at per mL. We used dacron swabs premoistened with viral transport media (3 mL) to swab the outer and inner surfaces of the mask aseptically. So, we expressed the values as per mL.

Dr. Rzymski’s comment provide valuable information to us for the designing of further experiments. He suggested that prolonged speaking may be associated with the release of the higher number of droplets than coughing. So, we are now planning to evaluate the efficacies of various types of masks during talking.

We totally agree with Dr. Camioli’s comments indicating that there are no evidence about that surgical masks are ineffective for healthcare workers. In addition, we agree with his opinion that masks may reduce the forward momentum of the virus-spit particles. Our small study did not show surgical or cottom masks have no role to spread SARS-CoV-2 to the environment. We assume that surgical mask may be not equivalent to N95-equivalent high efficient masks for outward spreading especially in coughing COVID-19 patients, while we just completed additional experiment using N95-equivalent masks. We did not show that any kind of masks such as cotton or surgical masks have no role to quantitatively reduce the spread of coughing SARS-CoV-2 to the environment. Based on empirical evidence, masks might shorten the distance of aerosol containing virus (Dr. Camioli’s comments), redirect the turbulent jets in less harmful directions (outward proection), and reduce the amount of virus particles...
TO THE EDITOR:

The paper by Seongman Bae (1) and colleagues' study regarding the effectiveness of surgical and cotton masks in blocking SARS-CoV-2 presented several unexpected findings. Seongman Bae et al. evaluated the amount of virus coughed through a surgical or cotton mask at a distance close to 8 inches in four patients. Virus was recovered at this distance, but more surprisingly, virus was identified on the outer surface of the masks, but not on the inner surface after coughing. The authors conclude that surgical and cotton masks are ineffective at preventing the dissemination of SARS-CoV-2. This is likely to aggravate ongoing controversy regarding personal protective equipment (PPE).

Public health authorities define a significant exposure to SARS-CoV-2 as face-to-face (unmasked) contact within 6 feet with a patient with symptomatic infection. The situation where both a healthcare worker and a patient is masked, as currently recommended by the Centers for Disease Control and Prevention’s Universal Masking guideline, was not evaluated in this study. Masks may reduce the forward momentum of the virus-spit particles so that they are not launched as far forward as an unconstrained cough. Testing at a distance of only 8 inches in four patients provides inadequate evidence to stop using these masks for this purpose. The finding of lower viral load on the petri dish compared to the surgical mask goes against the known poor filterability of 2-ply cotton masks. A previous study showed that 2-ply cotton masks are ineffective in preventing respiratory viral infections (RVI) (2), while other studies have demonstrated efficacy of the medical masks in decreasing RVI (3, 4).

This also should not be construed as evidence that surgical masks are ineffective for healthcare workers. Testing how much virus escaped from five coughs is not representative of the effectiveness of these masks at filtering virus during normal respiration. Indeed, a case report in the Annals last month indicated that wearing a surgical mask was adequate PPE for exposure of 41 healthcare workers to a series of aerosol generating procedures in a COVID-19 positive patient (5).

The contribution of this paper is recognizing the significant contamination of the outer surface after coughing. Masking alone without the combination of meticulous hand hygiene, proper doffing and physical distancing, may risk spread of SARS-CoV-2. This article should not be interpreted as advice to the public to forgo masks or evidence against droplet precautions effectiveness for healthcare workers.

Reference:
Does the use of surgical or cotton masks reduce the risk of SARS-CoV-2 infection?

We have read with great interest the article Bae et al. regarding the effectiveness of the use of surgical and cotton masks in blocking SARS-CoV-2. This is an important contribution to the discussion on the prevention of SARS-CoV-2 pandemic infections, especially at a time when there is a widespread lack of basic personal protective equipment for medical personnel and other persons exposed to potentially infected or confirmed COVID-19 individuals. The rationale for using surgical and cotton masks by potentially healthy persons to reduce transmission of the infection from asymptomatic persons is currently being discussed. Many studies have shown that the effectiveness of medical masks and N95 respirators in reducing the risk of respiratory infections was comparable.

However, in the context of the studies carried out by Bae et al. it should be taken into account that a petri dish containing viral transport media was placed approximately 20 cm from the patients' mouths. Such a short distance was indeed necessary for methodological reasons, however, the results do not indicate the possibility of spreading the aerosol over longer distances and it is still possible that both surgical and cotton masks limit the range of the aerosol with SARS-CoV-2 virus. The authors in the conclusion stated that surgical and cotton masks seem to be ineffective in preventing the dissemination of SARS-CoV-2 from the coughs of patients with COVID-19 to the environment and external mask surface, but this statement should be complemented by a clear declaration that the samples were taken at a distance of only 20 cm and that these test results do not refer to the possibility of reducing infections.

Lukasz Szarpak, Krzysztof J. Filipiak, Milosz Jaguszewski, Jerzy R. Ladny, Jacek Smereka • Lazarski University, Medical University of Warsaw, Gdansk, Bialystok and Wroclaw • 11 April 2020

The use of personal protective equipment in the COVID-19 pandemic era
The current pandemic is reducing medical resources and requires PPE adaptation to the circumstances and to the scale of the threat to medical personnel. One should remember that it is the most important to follow the general recommendations on hand disinfection and the sequence of procedures when putting on and taking off PPE. It is essential to use masks with a filter, but also goggles and visors to protect the face, as well as double or triple gloves (Figure). Sterile surgical gloves are particularly useful as they are longer.

The optimal solution is to fully protect the entire body surface, isolate it from the environment, and breathe in air from a portable source, but this is not necessary in the case of SARS-CoV-2. At present, it is recommended to apply various types of equipment, including, in particular, partial protection of the environment through the use of surgical masks or ordinary face masks by persons with confirmed or potential SARS-CoV-2 infection; this may reduce the risk of infecting people in the environment, including medical personnel.

At present, performing a number of procedures in emergency medicine is associated with additional problems and risks for medical personnel. Emergency physicians, anesthesiologists and intensive care specialists, as well as the relevant scientific societies issue recommendations concerning endotracheal intubation or other procedures dangerous for the medical personnel. It should be remembered that endotracheal intubation by using direct laryngoscopy without adequate protection presents a high risk of SARS-CoV-2 infection. The proposed modifications of endotracheal intubation include special preparation of the equipment and medical personnel, using a special protective box, foils applied to the upper half of the patient's body, and the use of indirect laryngoscopy methods, including video laryngoscopy and rapid sequence intubation. In this context, it should be emphasized that attempts of prehospital endotracheal intubation by inexperienced personnel constitute a challenge, and supraglottic methods should be kept in mind. If intravenous access cannot be established or is technically difficult, it is still possible to establish intraosseous access. Performing several procedures in protective clothing is technically difficult and exhausting, which is especially true for CPR. Certain intra-hospital procedures must be modified, for example, cardiopulmonary resuscitation in a patient with ARDS in a prone position and electrical defibrillation.

The COVID-19 pandemic poses a huge challenge for emergency teams, as well as physicians in emergency departments. The need for additional protection of the patient and medical personnel may result in a significant delay in the arrival of the emergency team, patient transport, and provision of intended medical care. During any pandemic, people still suffer from various diseases and injuries that require treatment. The need to regroup medical forces and resources should not increase morbidity or mortality from diseases other than COVID-19.

Kouji H. Harada, Mariko Harada Sassa • Kyoto University • 11 April 2020

**Concerns on the method and data presentation**

We express concerns over the values presented in this report. The concerns come from the improper description of the method and findings. Viral loads are described as log copies/mL, but it is not clear to evaluate the results. Particularly, the value for the mask surface is difficult to be expressed at per mL. In addition, detectable level of viral loads in each media is not provided in the report. When comparing
different media, it is inappropriate to simply describe the levels because the amount of the sample and the detection limit are different among media. We are worried about the probable confusion caused by the report.

Disclosures: None.

Effectiveness during speech and normal breathing

It would of high interest and value to conduct a similar study in which the effectiveness of surgical and cotton masks in blocking SARS-CoV-2 is assessed during normal speech. Speaking (as demonstrated by counting to 100) can be associated with the release of the higher number of droplets than a single cough [1, 2], and the rate of emission is related to loudness [3] although the released particles are smaller. Therefore, the force exerted on the mask and associated aerosol penetration should both be lower than in the case of coughing. On the other hand, prolonged speaking in the mask could damp it and eventually lead to the release of droplets containing an infectious agent. Moreover, it would be valuable to investigate whether droplets released during normal breathing by a positive patient can lead to aerosol penetration of a mask and the spread of the virus. Some works have shown that normal breathing, without coughing or sneezing, by influenza-positive patients can lead to the generation of small droplets containing significant number of influenza RNA [4]. Testing the above experimentally would provide some indirect information on whether surgical and cotton masks can be effective in decreased the transmission of the virus before the symptoms are onset. Obviously, it would be best to perform such a study on positive subjects not presenting COVID-19 symptoms although it would be logistically challenging.


Inside of mask negative?

It looks like a translation error but the inside of the mask could not be negative and the outside positive.
Apparent serious error in analysis and interpretation of the data

I write as a professional mathematician and a concerned member of the public. Admittedly, I have no professional background in life sciences. However, I see an important flaw in the paper, which seems serious, and may even negate the final conclusion, as it is stated. My concerns were essentially stated by Dr Michael J DeWeert, but I would like to reiterate with more detail.

According to included table, when coughing onto a Petri dish without a barrier, the 4 patients release detectable viral load. When coughing through a cotton mask, in 2 cases the viral load is not detectable (ND), and in the other 2 it is reduced more than 10 times. Yet, according to the average (the authors use the word "median", while they actually compute averages) viral loads presented by the authors as main results, the viral load is reduced only 5 times. This is apparently because in the computations, the averages are taken over whole rows of the table with the ND instances ignored. This is a serious methodological error. If the virus was not detected in 3 patients instead of 2, the average could have been even higher.

As Dr DeWeert stated, this seems to undermine the conclusion that "cotton masks seem to be ineffective in preventing the dissemination of SARS-CoV-2 from the coughs of patients with COVID-19 to the environment". In fact, if a larger-scale study of this kind yielded similar results, this could be a strong argument for the use of cotton masks by general public in advanced stages of the pandemic.

I am particularly concerned that the paper might discourage the use of masks by the public. In fact I learned about the study from an article on a Polish news website, which cited the conclusion of the authors together with the erroneous averages.
We identified seasonal human coronaviruses, influenza viruses and rhinoviruses in exhaled breath and coughs of children and adults with acute respiratory illness. Surgical face masks significantly reduced detection of influenza virus RNA in respiratory droplets and coronavirus RNA in aerosols, with a trend toward reduced detection of coronavirus RNA in respiratory droplets. Our results indicate that surgical face masks could prevent transmission of human coronaviruses and influenza viruses from symptomatic individuals.

Respiratory virus infections cause a broad and overlapping spectrum of symptoms collectively referred to as acute respiratory virus illnesses (ARIs) or more commonly the 'common cold'. Although mostly mild, these ARIs can sometimes cause severe disease and death.1 These viruses spread between humans through direct or indirect contact, respiratory droplets (including larger droplets that fall rapidly near the source as well as coarse aerosols with aerodynamic diameter >5 μm) and fine-particle aerosols (droplets and droplet nuclei with aerodynamic diameter ≤5 μm).2,3 Although hand hygiene and use of face masks, primarily targeting contact and respiratory droplet transmission, have been suggested as important mitigation strategies against influenza virus transmission, little is known about the relative importance of these modes in the transmission of other common respiratory viruses.2,4,5 Uncertainties similarly apply to the modes of transmission of COVID-19 (refs. 6,7).

Some health authorities recommend that masks be worn by ill individuals to prevent onward transmission (source control).6–10 Surgical face masks were originally introduced to protect patients from wound infection and contamination from surgeons (the wearer) during surgical procedures, and were later adopted to protect healthcare workers against acquiring infection from their patients. However, most of the existing evidence on the filtering efficacy of face masks and respirators comes from in vitro experiments with nonbiological particles8,10, which may not be generalizable to infectious respiratory virus droplets. There is little information on the efficacy of face masks in filtering respiratory viruses and reducing viral release from an individual with respiratory infections, and most research has focused on influenza11,12.

Here we aimed to explore the importance of respiratory droplet and aerosol routes of transmission with a particular focus on coronaviruses, influenza viruses and rhinoviruses, by quantifying the amount of respiratory virus in exhaled breath of participants with medically attended ARIs and determining the potential efficacy of surgical face masks to prevent respiratory virus transmission.

Results

We screened 3,363 individuals in two study phases, ultimately enrolling 246 individuals who provided exhaled breath samples (Extended Data Fig. 1). Among these 246 participants, 122 (50%) participants were randomized to not wearing a face mask during the first exhaled breath collection and 124 (50%) participants were randomized to wearing a face mask. Overall, 49 (20%) voluntarily provided a second exhaled breath collection of the alternate type.

Infections by at least one respiratory virus were confirmed by reverse transcription PCR (RT–PCR) in 123 of 246 (50%) participants. Of these 123 participants, 111 (90%) were infected by human (seasonal) coronavirus (n = 17), influenza virus (n = 43) or rhinovirus (n = 54) (Extended Data Figs. 1 and 2), including one participant co-infected by both coronavirus and influenza virus and another two participants co-infected by both rhinovirus and influenza virus. These 111 participants were the focus of our analyses.

There were some minor differences in characteristics of the 111 participants with the different viruses (Table 1a). Overall, 24% of participants had a measured fever ≥37.8 °C, with patients with influenza more than twice as likely than patients infected with coronavirus and rhinovirus to have a measured fever. Coronavirus-infected participants coughed the most with an average of 17 (s.d. = 30) coughs during the 30-min exhaled breath collection. The profiles of the participants randomized to with-mask versus without-mask groups were similar (Supplementary Table 1).

We tested viral shedding (in terms of viral copies per sample) in nasal swabs, throat swabs, respiratory droplet samples and aerosol samples and compared the latter two between samples collected with or without a face mask (Fig. 1). On average, viral shedding was higher in nasal swabs than in throat swabs for each of coronavirus (median 8.1 log_{10} virus copies per sample versus 3.9), influenza virus (6.7 versus 4.0) and rhinovirus (6.8 versus 3.3), respectively. Viral RNA was identified from respiratory droplets and aerosols for all three viruses, including 30%, 26% and 28% of respiratory droplets and 40%, 35% and 56% of aerosols collected while not wearing a face mask, from coronavirus, influenza virus and rhinovirus-infected participants, respectively (Table 1b). In particular for coronavirus, we identified OC43 and HKU1 from both respiratory
droplets and aerosols, but only identified NL63 from aerosols and not from respiratory droplets (Supplementary Table 2 and Extended Data Fig. 3).

We detected coronavirus in respiratory droplets and aerosols in 3 of 10 (30%) and 4 of 10 (40%) of the samples collected without face masks, respectively, but did not detect any virus in respiratory droplets or aerosols collected from participants wearing face masks, this difference was significant in aerosols and showed a trend toward reduced detection in respiratory droplets (Table 1b). For influenza virus, we detected virus in 6 of 23 (26%) and 8 of 23 (35%) of the

Table 1a | Characteristics of individuals with symptomatic coronavirus, influenza virus or rhinovirus infection

<table>
<thead>
<tr>
<th></th>
<th>All who provided exhaled breath</th>
<th>Coronavirus</th>
<th>Influenza virus</th>
<th>Rhinovirus</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n = 246)</td>
<td>(n = 17)</td>
<td>(n = 43)</td>
<td>(n = 54)</td>
<td></td>
</tr>
<tr>
<td><strong>Female</strong></td>
<td>144 (59)</td>
<td>13 (76)</td>
<td>22 (51)</td>
<td>30 (56)</td>
</tr>
<tr>
<td><strong>Age group, years</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11–17</td>
<td>12 (5)</td>
<td>0 (0)</td>
<td>8 (19)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>18–34</td>
<td>114 (46)</td>
<td>10 (59)</td>
<td>11 (26)</td>
<td>24 (44)</td>
</tr>
<tr>
<td>35–50</td>
<td>79 (32)</td>
<td>2 (12)</td>
<td>16 (37)</td>
<td>18 (33)</td>
</tr>
<tr>
<td>51–64</td>
<td>35 (14)</td>
<td>4 (24)</td>
<td>8 (19)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>≥ 65</td>
<td>6 (2)</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>3 (6)</td>
</tr>
<tr>
<td><strong>Chronic medical conditions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any</td>
<td>49 (20)</td>
<td>5 (29)</td>
<td>5 (12)</td>
<td>10 (19)</td>
</tr>
<tr>
<td>Respiratory</td>
<td>18 (7)</td>
<td>0 (0)</td>
<td>4 (9)</td>
<td>3 (6)</td>
</tr>
<tr>
<td><strong>Influenza vaccination</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>94 (38)</td>
<td>6 (35)</td>
<td>15 (35)</td>
<td>20 (37)</td>
</tr>
<tr>
<td>Current season</td>
<td>23 (9)</td>
<td>2 (12)</td>
<td>1 (2)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Previous season only</td>
<td>71 (29)</td>
<td>4 (24)</td>
<td>14 (33)</td>
<td>16 (30)</td>
</tr>
<tr>
<td><strong>Ever smoker</strong></td>
<td>31 (13)</td>
<td>1 (6)</td>
<td>6 (14)</td>
<td>6 (11)</td>
</tr>
<tr>
<td><strong>Time since illness onset, h</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;24</td>
<td>22 (9)</td>
<td>0 (0)</td>
<td>5 (12)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>24–48</td>
<td>100 (41)</td>
<td>9 (53)</td>
<td>13 (30)</td>
<td>25 (46)</td>
</tr>
<tr>
<td>48–72</td>
<td>85 (35)</td>
<td>8 (47)</td>
<td>18 (42)</td>
<td>20 (37)</td>
</tr>
<tr>
<td>72–96</td>
<td>39 (16)</td>
<td>0 (0)</td>
<td>7 (16)</td>
<td>7 (13)</td>
</tr>
<tr>
<td><strong>History of measured fever ≥ 37.8 °C</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measured fever ≥ 37.8 °C at presentation</td>
<td>58 (24)</td>
<td>3 (18)</td>
<td>17 (40)</td>
<td>8 (15)</td>
</tr>
<tr>
<td>Measured body temperature (°C) at enrollment (mean, s.d.)</td>
<td>36.8 (0.8)</td>
<td>36.9 (0.8)</td>
<td>37.4 (0.9)</td>
<td>36.6 (0.7)</td>
</tr>
<tr>
<td><strong>Symptoms at presentation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fever</td>
<td>111 (45)</td>
<td>10 (59)</td>
<td>27 (63)</td>
<td>16 (30)</td>
</tr>
<tr>
<td>Cough</td>
<td>198 (80)</td>
<td>15 (88)</td>
<td>40 (93)</td>
<td>44 (81)</td>
</tr>
<tr>
<td>Sore throat</td>
<td>211 (86)</td>
<td>15 (88)</td>
<td>31 (72)</td>
<td>49 (91)</td>
</tr>
<tr>
<td>Runny nose</td>
<td>200 (81)</td>
<td>17 (100)</td>
<td>36 (84)</td>
<td>48 (89)</td>
</tr>
<tr>
<td>Headache</td>
<td>186 (76)</td>
<td>13 (76)</td>
<td>30 (70)</td>
<td>38 (70)</td>
</tr>
<tr>
<td>Myalgia</td>
<td>176 (72)</td>
<td>12 (71)</td>
<td>31 (72)</td>
<td>34 (63)</td>
</tr>
<tr>
<td>Phlegm</td>
<td>176 (72)</td>
<td>9 (53)</td>
<td>34 (79)</td>
<td>41 (76)</td>
</tr>
<tr>
<td>Chest tightness</td>
<td>64 (26)</td>
<td>3 (18)</td>
<td>12 (28)</td>
<td>9 (17)</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>103 (42)</td>
<td>6 (35)</td>
<td>14 (33)</td>
<td>25 (46)</td>
</tr>
<tr>
<td>Chills</td>
<td>100 (41)</td>
<td>8 (47)</td>
<td>29 (67)</td>
<td>16 (30)</td>
</tr>
<tr>
<td>Sweating</td>
<td>95 (39)</td>
<td>5 (29)</td>
<td>18 (42)</td>
<td>20 (37)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>218 (89)</td>
<td>16 (94)</td>
<td>38 (88)</td>
<td>48 (89)</td>
</tr>
<tr>
<td>Vomiting</td>
<td>19 (8)</td>
<td>2 (12)</td>
<td>5 (12)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>17 (7)</td>
<td>2 (12)</td>
<td>1 (2)</td>
<td>6 (11)</td>
</tr>
<tr>
<td><strong>Number of coughs during exhaled breath collection (mean, s.d.)</strong></td>
<td>8 (14)</td>
<td>17 (30)</td>
<td>8 (11)</td>
<td>5 (9)</td>
</tr>
</tbody>
</table>

Seasonal coronavirus (n = 17), seasonal influenza virus (n = 43) and rhinovirus (n = 54) infections were confirmed in individuals with acute respiratory symptoms by RT–PCR in any samples (nasal swab, throat swab, respiratory droplets and aerosols) collected.
Fig. 1 | Efficacy of surgical face masks in reducing respiratory virus shedding in respiratory droplets and aerosols of symptomatic individuals with coronavirus, influenza virus or rhinovirus infection. a–c. Virus copies per sample collected in nasal swab (red), throat swab (blue) and respiratory droplets collected for 30min while not wearing (dark green) or wearing (light green) a surgical face mask, and aerosols collected for 30min while not wearing (brown) or wearing (orange) a face mask, collected from individuals with acute respiratory symptoms who were positive for coronavirus (a), influenza virus (b) and rhinovirus (c), as determined by RT–PCR in any samples. P values for mask intervention as predictor of log10 virus copies per sample in an unadjusted univariate Tobit regression model which allowed for censoring at the lower limit of detection of the RT–PCR assay are shown, with significant differences in bold. For nasal swabs and throat swabs, all infected individuals were included (coronavirus, n=17; influenza virus, n=43; rhinovirus, n=54). For respiratory droplets and aerosols, numbers of infected individuals who provided exhaled breath samples while not wearing or wearing a surgical face mask, respectively were: coronavirus (n=10 and 11), influenza virus (n=23 and 28) and rhinovirus (n=36 and 32). A subset of participants provided exhaled breath samples for both mask interventions (coronavirus, n=4; influenza virus, n=8; rhinovirus, n=14). The box plots indicate the median with the interquartile range (lower and upper hinge) and ±1.5 × interquartile range from the first and third quartile (lower and upper whiskers).
respiratory droplet and aerosol samples collected without face masks, respectively. There was a significant reduction by wearing face masks to 1 of 27 (4%) in detection of influenza virus in respiratory droplets, but no significant reduction in detection in aerosols (Table 1b). Moreover, among the eight participants who had influenza virus detected by RT–PCR from without-mask aerosols, five were tested by viral culture and four were culture-positive. Among the six participants who had influenza virus detected by RT–PCR from with-mask aerosols, four were tested by viral culture and two were culture-positive. For rhinovirus, there were no significant differences between detection of virus with or without face masks, both in respiratory droplets and in aerosols (Table 1b). Conclusions were similar in comparisons of viral shedding (Table 1b). In addition, we found a significant reduction in viral shedding (Supplementary Table 2) in respiratory droplets for OC43 (Extended Data Fig. 4) and influenza B virus (Extended Data Fig. 5) and in aerosols for NL63 (Extended Data Fig. 4).

We identified correlations between viral loads in different samples (Extended Data Figs. 6–8) and some evidence of declines in viral shedding by time since onset for influenza virus but not for coronavirus or rhinovirus (Extended Data Fig. 9). In unvariable analyses of factors associated with detection of respiratory viruses in various sample types, we did not identify significant association in viral shedding with days since symptom onset (Supplementary Table 3) for respiratory droplets or aerosols (Supplementary Tables 4–6).

A subset of participants (72 of 246, 29%) did not cough at all during at least one exhaled breath collection, including 37 of 147 (25%) during the without-mask and 42 of 148 (28%) during the with-mask breath collection. In the subset for coronavirus (n = 4), we did not detect any virus in respiratory droplets or aerosols from any participants. In the subset for influenza virus (n = 9), we detected virus in aerosols but not respiratory droplets from one participant. In the subset for rhinovirus (n = 17), we detected virus in respiratory droplets from three participants, and we detected virus in aerosols in five participants.

### Discussion

Our results indicate that aerosol transmission is a potential mode of transmission for coronaviruses as well as influenza viruses and rhinoviruses. Published studies detected respiratory viruses such as influenza and rhinovirus from exhaled breath, and the detection of SARS-CoV and MERS-CoV from air samples (without size fractionation) collected from hospitals treating patients with severe acute respiratory syndrome and Middle East respiratory syndrome, but ours demonstrates detection of human seasonal coronaviruses in exhaled breath, including the detection of OC43 and HKU1 from respiratory droplets and NL63, OC43 and HKU1 from aerosols.

Our findings indicate that surgical masks can efficaciously reduce the emission of influenza virus particles into the environment in respiratory droplets, but not in aerosols. Both the previous and current study used a bioaerosol collecting device, the Gesundheit-II (G-II), to capture exhaled breath particles and differentiated them into two size fractions, where exhaled breath coarse particles >5 μm (respiratory droplets) were collected by impaction with a 5-μm slit inertial Teflon impactor and the remaining fine particles ≤5 μm (aerosols) were collected by condensation in buffer. We also demonstrated the efficacy of surgical masks to reduce coronavirus detection and viral copies in large respiratory droplets and in aerosols (Table 1b). This has important implications for control of COVID-19, suggesting that surgical face masks could be used by ill people to reduce onward transmission.

Among the samples collected without a face mask, we found that the majority of participants with influenza virus and coronavirus infection did not shed detectable virus in respiratory droplets or aerosols, whereas for rhinovirus we detected virus in aerosols in 19 of 34 (56%) participants (compared to 4 of 10 (40%) for coronavirus and 8 of 23 (35%) for influenza). For those who did shed virus in respiratory droplets and aerosols, viral load in both tended to be low (Fig. 1). Given the high collection efficiency of the G-II and given that each exhaled breath collection was conducted for 30 min, this might imply that prolonged close contact would be required for transmission to occur, even if transmission was primarily via aerosols, as has been described for rhinovirus colds. Our results also indicate that there could be considerable heterogeneity in contagiousness of individuals with coronavirus and influenza virus infections.

The major limitation of our study was the large proportion of participants with undetectable viral shedding in exhaled breath for each of the viruses studied. We could have increased the sampling duration beyond 30 min to increase the viral shedding being captured, at the cost of acceptability in some participants. An alternative approach would be to invite participants to perform forced coughs during exhaled breath collection. However, it was the aim of our present study to focus on recovering respiratory
virus in exhaled breath in a real-life situation and we expected that some individuals during an acute respiratory illness would not cough much or at all. Indeed, we identified virus RNA in a small number of participants who did not cough at all during the 30-min exhaled breath collection, which would suggest droplet and aerosol routes of transmission are possible from individuals with no obvious signs or symptoms. Another limitation is that we did not confirm the infectivity of coronavirus or rhinovirus detected in exhaled breath. While the G-II was designed to preserve viability of viruses in aerosols, and in the present study we were able to identify infectious influenza virus in aerosols, we did not attempt to culture coronavirus or rhinovirus from the corresponding aerosol samples.
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Methods
Study design. Participants were recruited year-round from March 2013 through May 2016 in a general outpatient clinic of a private hospital in Hong Kong. As routine practice, clinic staff screened all individuals attending the clinics for respiratory and any other ARI symptoms regardless of the purpose of the visit at triage. Study staff then approached immediately those who reported at least one of the following symptoms of ARI for further screening: fever ≥37.8 °C, cough, sore throat, runny nose, headache, myalgia and phlegm. Individuals who reported ≥2 ARI symptoms, within 3d of illness onset and ≥11 years of age were eligible to participate. After explaining the study to and obtaining informed consent from the participants, a rapid influenza diagnostic test, the Sofia Influenza A+B Fluorescent Immunassay Analyzer (cat. no. 20218, Quidel), was used to identify influenza A or B virus infection as an incentive to participate. All participants provided a nasal swab for the rapid test and an additional nasal swab and a separate throat swab for subsequent virologic confirmation at the laboratory. All participants also completed a questionnaire to record basic information including age, sex, symptom severity, medical conditions and smoking history. In the first phase of the study from March 2013 to February 2014 (‘Influenza Study’), the result of the rapid test was used to determine eligibility for further participation in the study and exhaled breath collection, whereas in the second phase of the study from March 2014 to May 2016 (‘Respiratory Virus Study’), the rapid test did not affect eligibility. Eligible participants were then invited to provide an exhaled breath sample for 30 min in the same clinic visit.

Before exhaled breath collection, each participant was randomly allocated in a 1:1 ratio to either wearing a surgical face mask (cat. no. 62356, Kimberly-Clark) or not during the collection. To mimic the real-life situation, under observation by the study staff, participants were asked to attach the surgical mask themselves, but instructed on how to wear the mask properly was given when the participants wore the mask incorrectly. Participants were invited to breathe as normal during the collection, but normal coughing was allowed and the number of coughs was recorded by study staff. Participants were then invited to provide a second exhaled breath sample of the alternate type (for example if the participant was first assigned to wear a mask, then the following sample would be without a mask, and vice versa). But most participants did not agree to stay for a second measurement because of time constraints. Participants were compensated for each 30-min exhaled breath collection with a supermarket coupon worth approximately US$30 and all participants were gifted a tympanic thermometer worth approximately US$20.

Ethical approval. Written informed consent was obtained from all participants ≥18 years of age and written informed consent was obtained from parents or legal guardians of participants 11–17 years of age in addition to their own written informed consent. The study protocol was approved by the Institutional Review Board of The University of Hong Kong and the Clinical and Research Ethics Committee of Hong Kong Baptist Hospital.

Collection of swabs and exhaled breath particles. Nasal swabs and throat swabs were collected separately, placed in virus transport medium, stored and transported to the laboratory at 2–8 °C and the virus transport medium was aliquoted and stored at −70 °C until further analysis. Exhaled breath particles were captured and differentiated into two size fractions, the coarse fraction containing particles with aerodynamic diameter >5 μm (referred to here as ‘respiratory droplets’), which included droplets up to approximately 100 μm in diameter and the fine fraction with particles ≤5 μm (referred to here as ‘aerosols’) by the G-II bioaerosol collecting device20. In the G-II device, exhaled breath coarse particles >5 μm were collected by a 5-μm slit diluter Teflon impactor and the remaining fine particles ≤5 μm were condensed and collected into approximately 170 ml of 0.1% BSA/PBS. Both the impactor and the condenser were stored and transported to the laboratory at 2–8 °C. The virus on the impactor was recovered into 1 ml and the condensate was concentrated into 2 ml of virus transport medium and aliquoted and stored at −70 °C until further analysis. Other samples were collected at the time of exhaled breath collection with a supermarket coupon worth approximately US$30 and all participants were gifted a tympanic thermometer worth approximately US$20.

Laboratory testing. Samples collected from the two studies were tested at the same time. Nasal swab samples were first tested by a diagnostic-use viral panel, xTAG Respiratory Virus Panel (Luminex Molecular) to qualitatively detect 12 common respiratory viruses and subtypes including coronaviruses (NL63, OC43, 229E and HKU1), influenza A (nonseasonic, H1 and H3) and B viruses, respiratory syncytial virus, parainfluenza virus (types 1–4), adenovirus, human metapneumovirus and enterovirus/rhinovirus. After one or more of the candidate respiratory viruses was detected by the viral panel from the nasal swab, all the samples from the same participant (nasal swab, throat swab, respiratory droplets and aerosols) were then tested with RT–PCR specific for the candidate virus(es) for determination of virus concentration in the samples. Infectious influenza virus was identified by viral culture using MDCK cells as described previously21, whereas viral culture was not performed for coronaviruses and rhinoviruses.

Statistical analyses. The primary outcome of the study was virus generation rate in tidal breathing of participants infected by different respiratory viruses and the efficacy of face masks in preventing virus dissemination in exhaled breath, separately considering the respiratory droplets and aerosols. The secondary outcomes were correlation between viral shedding in nose swabs, throat swabs, respiratory droplets and aerosols and factors affecting viral shedding in respiratory droplets and aerosols.

We identified three groups of respiratory viruses with the highest frequency of infection, named by RT–PCR, namely coronavirus (including NL63, OC43, HKU1 and 229E), influenza virus and rhinovirus, for further statistical analyses. We defined viral shedding as log_{10} virus copies per sample and plotted viral shedding in each sample (nasal swab, throat swab, respiratory droplets and aerosols); the latter two were stratified by mask intervention. As a proxy for the efficacy of face masks in preventing transmission of respiratory viruses via respiratory droplet and aerosol routes, we compared the respiratory virus viral shedding in respiratory droplet and aerosol samples between participants wearing face masks or not, by comparing the frequency of detection with a two-sided Fisher’s exact test and by comparing viral load (defined as log_{10} virus copies per sample) by an unadjusted univariate Tobit regression model, which allowed for censoring at the lower limit of detection of the RT–PCR assay. We also used this model to assess which intervention was the strongest factor affecting viral shedding in respiratory droplets and aerosols without mask use, for example age, days since symptom onset, previous influenza vaccination, current medication and number of coughs during exhaled breath collection. We investigated correlations between viral shedding in nasal swab, throat swab, respiratory droplets and aerosols with scatter-plots and calculated the Spearman’s rank correlation coefficient between any two types of samples. We imputed 0.3 log_{10} virus copies ml⁻¹ for undetectable values before transformation to log_{10}, virus copies per sample. All analyses were conducted with R (ref. 22) and the VGAM package v.1.1.1 (ref. 23).

Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.

Data availability
Anonymized raw data and R syntax to reproduce all the analyses, figures, tables and supplementary tables in the published article are available at: https://doi.org/10.1038/s41591-020-0843-2.
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Extended Data Fig. 1 | Participant enrolment, randomization of mask intervention and identification of respiratory virus infection.
Extended Data Fig. 2 | Weekly number of respiratory virus infections identified by RT-PCR in symptomatic individuals who had provided exhaled breath samples (respiratory droplets and aerosols) during the study period. Blue, coronavirus; red, influenza virus; yellow, rhinovirus; green, other respiratory viruses including human metapneumovirus, parainfluenza virus, respiratory syncytial virus and adenovirus; white, no respiratory virus infection identified.
Extended Data Fig. 3 | Respiratory virus shedding in (a) nasal swab, (b) throat swab, (c) respiratory droplets and (d) aerosols in symptomatic individuals with coronavirus NL63, coronavirus OC43, coronavirus HKU1, influenza A and influenza B virus infection. For nasal swabs and throat swabs, all infected individuals identified by RT-PCR in any collected samples were included: coronavirus NL63 (n = 8), coronavirus OC43 (n = 5), coronavirus HKU1 (n = 4), influenza A virus (n = 31) and influenza B virus (n = 14). For respiratory droplets and aerosols, only infected individuals who provided exhaled breath samples while not wearing a surgical face mask were included: coronavirus NL63 (n = 3), coronavirus OC43 (n = 3), coronavirus HKU1 (n = 4), influenza A virus (n = 19) and influenza B virus (n = 6). The box plots indicate the median with the interquartile range (lower and upper hinge) and ±1.5 × interquartile range from the first and third quartile (lower and upper whisker). Dark blue, coronavirus NL63; light blue, coronavirus OC43; brown, coronavirus HKU1; red, influenza A virus; orange, influenza B virus.
Extended Data Fig. 4 | See next page for caption.
Extended Data Fig. 4 | Efficacy of surgical face masks in reducing respiratory virus shedding in respiratory droplets and aerosols of symptomatic individuals with seasonal coronaviruses including (a) coronavirus NL63, (b) coronavirus OC43 and (c) coronavirus HKU1. The figure shows the virus copies per sample collected in nasal swab (red), throat swab (blue), respiratory droplets collected for 30 min while not wearing (dark green) or wearing (light green) a surgical face mask and aerosols collected for 30 min while not wearing (brown) or wearing (orange) a face mask, collected from individuals with acute respiratory symptoms who were positive for coronavirus NL63, coronavirus OC43 and coronavirus HKU1 as determined by RT-PCR in any samples. P values for mask intervention as predictor of log_{10} virus copies per sample in an unadjusted univariate Tobit regression model which allowed for censoring at the lower limit of detection of the RT-PCR assay are shown, with significant differences in bold. For nasal swabs and throat swabs, all infected individuals were included (coronavirus NL63, n = 8; coronavirus OC43, n = 5; coronavirus HKU1, n = 4). For respiratory droplets and aerosols, numbers of infected individuals who provided exhaled breath samples while not wearing or wearing a surgical face mask, respectively were: coronavirus NL63 (n = 3 and 5), coronavirus OC43 (n = 3 and 4), coronavirus HKU1 (n = 4 and 2). A subset of participants provided exhaled breath samples for both mask interventions (coronavirus NL63, n = 0; coronavirus OC43, n = 2; coronavirus HKU1, n = 2).
Extended Data Fig. 5 | Efficacy of surgical face masks in reducing respiratory virus shedding in respiratory droplets and aerosols of symptomatic individuals with seasonal influenza viruses including (a) influenza A and (b) influenza B virus. The figure shows the virus copies per sample collected in nasal swab (red), throat swab (blue), respiratory droplets collected for 30 min while not wearing (dark green) or wearing (light green) a surgical face mask and aerosols collected for 30 min while not wearing (brown) or wearing (orange) a face mask, collected from individuals with acute respiratory symptoms who were positive for influenza A and influenza B virus as determined by RT-PCR in any samples. *P* values for mask intervention as predictor of log_{10} virus copies per sample in an unadjusted univariate Tobit regression model which allowed for censoring at the lower limit of detection of the RT-PCR assay are shown, with significant differences in bold. For nasal swabs and throat swabs, all infected individuals were included (influenza A virus, n = 31; influenza B virus, n = 14). For respiratory droplets and aerosols, numbers of infected individuals who provided exhaled breath samples while not wearing or wearing a surgical face mask, respectively were: influenza A virus (n = 19 and 19); influenza B virus (n = 6 and 10). A subset of participants provided exhaled breath samples for both mask interventions (influenza A virus, n = 7; influenza B virus, n = 2).
Extended Data Fig. 6 | Correlation of coronavirus viral shedding between different samples (nasal swab, throat swab, respiratory droplets and aerosols) in symptomatic individuals with seasonal coronavirus infection. For nasal swabs and throat swabs, all infected individuals were included (n = 17). For respiratory droplets and aerosols, only infected individuals who provided exhaled breath samples while not wearing a surgical face mask were included (n = 10). r, the Spearman’s rank correlation coefficient.
Extended Data Fig. 7 | Correlation of influenza viral shedding between different samples (nasal swab, throat swab, respiratory droplets and aerosols) in symptomatic individuals with seasonal influenza infection. For nasal swabs and throat swabs, all infected individuals were included (n = 43). For respiratory droplets and aerosols, only infected individuals who provided exhaled breath samples while not wearing a surgical face mask were included (n = 23). r, the Spearman’s rank correlation coefficient.
Extended Data Fig. 8 | Correlation of rhinovirus viral shedding between different samples (nasal swab, throat swab, respiratory droplets and aerosols) in symptomatic individuals with rhinovirus infection. For nasal swabs and throat swabs, all infected individuals were included (n = 54). For respiratory droplets and aerosols, only infected individuals who provided exhaled breath samples while not wearing a surgical face mask were included (n = 36). r, the Spearman’s rank correlation coefficient.
Extended Data Fig. 9 | See next page for caption.
Extended Data Fig. 9 | Respiratory virus shedding in respiratory droplets and aerosols stratified by days from symptom onset for (a) coronavirus, (b) influenza virus or (c) rhinovirus. The figures shows the virus copies per sample collected in nasal swab (red), throat swab (blue), respiratory droplets (dark green) and aerosols (brown) collected for 30 min while not wearing a surgical face mask, stratified by the number of days from symptom onset on which the respiratory droplets and aerosols were collected. For nasal swabs and throat swabs, all infected individuals were included (coronavirus, n = 17; influenza virus, n = 43; rhinovirus, n = 54). For respiratory droplets and aerosols, numbers of infected individuals who provided exhaled breath samples while not wearing or wearing a surgical face mask, respectively were: coronavirus (n = 10 and 11), influenza virus (n = 23 and 28), rhinovirus (n = 36 and 32). A subset of participants provided exhaled breath samples for both mask interventions (coronavirus, n = 4; influenza virus, n = 8; rhinovirus, n = 14). The box plots indicate the median with the interquartile range (lower and upper hinge) and ±1.5 × interquartile range from the first and third quartile (lower and upper whisker).
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Sample size

We estimated a priori the sample size to be 300 participants. The primary outcome of the study was the reduction in the exhaled virus concentration of normal tidal breathing by wearing face mask in terms of total virus by RT-PCR as a proxy for infectious virus particle. We expected that a 1-log reduction in exhaled virus particle by face mask intervention would have a clinically relevant effect in reducing the probability of transmission. Except for influenza, there was no quantitative data available from exhaled breath samples from respiratory virus-infected individuals before the present study. If the standard deviation of exhaled virus concentration was 1 log copies/ml (Milton et al., PLoS Pathog 2013), we would detect a difference of >1 log copies/ml in the mask vs control group as long as we have >15 participants with a specific respiratory virus. For example, if our study included 23 participants with rhinovirus detectable in exhaled breath without a mask, we will have 80% power and 0.05 significance level to identify differences in viral shedding in aerosols of 1.28 log10 copies associated with the use of face masks, assuming a standard deviation of 1.54 log10 copies based on data from nasal and throat swab (Lu et al., J Clin Microbiol 2008). We expected from 300 individuals with ARI, at least 150 to have a respiratory virus, and at least 20-30 to have each of rhinovirus, coronavirus, adenovirus and parainfluenza virus. We expected from 300 individuals with ARI, at least 150 to have a respiratory virus, and at least 20-30 to have each of rhinovirus, coronavirus, adenovirus and parainfluenza virus.

Data exclusions

As described in the Results section and Supplementary Figure 1, only participants who provided exhaled breath samples and randomized to mask intervention were included; and final analyses were performed only for participants with either coronavirus, influenza virus or rhinovirus infection, which had sufficient sample size for comparison between mask intervention.

Replication

Samples from a subset of participants identified with a coronavirus, influenza or rhinovirus infection were re-tested by RT-PCR with consistent results. R syntax is available to reproduce all the analyses, figures, tables and supplementary tables in the published article.

Randomization

Prior to the exhaled breath collection, each participant was randomly allocated in a 1:1 ratio to either wearing a surgical face mask or not during the exhaled breath collection using a computer-generated sequence. The allocation was concealed to the study stuff performing the exhaled breath collection before allocation of the mask intervention.

Blinding

Blinding to the participant and the study stuff for the mask intervention was not possible. The study stuff performing the statistical analyses was also involved in the data collection. We expected there would be minimal bias due to unblinding since data collection for questionnaires was done before randomization to mask intervention, and viral load from a sample measured by RT-PCR is an objective measurement.
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<table>
<thead>
<tr>
<th>n/a</th>
<th>Involved in the study</th>
</tr>
</thead>
<tbody>
<tr>
<td>✗</td>
<td>Antibodies</td>
</tr>
<tr>
<td>✗</td>
<td>Eukaryotic cell lines</td>
</tr>
<tr>
<td>☑</td>
<td>Palaeontology</td>
</tr>
<tr>
<td>☑</td>
<td>Animals and other organisms</td>
</tr>
<tr>
<td>☑</td>
<td>Human research participants</td>
</tr>
<tr>
<td>☑</td>
<td>Clinical data</td>
</tr>
</tbody>
</table>

Methods

<table>
<thead>
<tr>
<th>n/a</th>
<th>Involved in the study</th>
</tr>
</thead>
<tbody>
<tr>
<td>☑</td>
<td>ChIP-seq</td>
</tr>
<tr>
<td>☑</td>
<td>Flow cytometry</td>
</tr>
<tr>
<td>☑</td>
<td>MRI-based neuroimaging</td>
</tr>
</tbody>
</table>
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Cell line source(s)  Madin-Darby Canine Kidney (MDCK) cells

Authentication  European Collection of Authenticated Cell Cultures.

Mycoplasma contamination  We confirm that all cell lines tested negative for mycoplasma contamination.
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Population characteristics
As described in the Results section, Table 1a and Supplementary Table 1, there were some differences in characteristics of participants with the different viruses. Overall, most participants were younger adults and 5% were age 11-17 years, but there were more children with influenza virus and no children in the subgroup with coronavirus infection. Overall, 59% were female, but there were more females among the subgroup with coronavirus infection. The majority of participants did not have underlying medical conditions and overall 9% had received influenza vaccination for the current season but only 2% among those with influenza virus infection. The majority of participants were sampled within 24–48 or 48–72 hours of illness onset. 24% of participants had a measured fever ≥37.8ºC, with influenza patients more than twice as likely than coronavirus and rhinovirus-infected patients to have a measured fever. Coronavirus-infected participants coughed the most with an average of 17 (SD 30) coughs during the 30-minute exhaled breath collection. The profile of the participants randomized to with-mask vs without-mask groups were similar.

Recruitment
As described in the Methods section, participants were recruited year-round from March 2013 through May 2016 in a general outpatient clinic of a private hospital in Hong Kong. As routine practice, clinic staff screened all individuals attending the clinics for respiratory and any other symptoms regardless of the purpose of the visit at the triage. Study staff then approached immediately those who reported at least one of the following symptoms of acute respiratory illness (ARI) for further screening: fever≥37.8ºC, cough, sore throat, runny nose, headache, myalgia and phlegm. Individuals who reported ≥2 ARI symptoms, within 3 days of illness onset and ≥11 years of age were eligible to participate.

Ethics oversight
As described in the Methods section, the study protocol was approved by the Institutional Review Board of The University of Hong Kong and the Clinical and Research Ethics Committee of Hong Kong Baptist Hospital.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Clinical data

Policy information about clinical studies
All manuscripts should comply with the ICMJE guidelines for publication of clinical research and a completed CONSORT checklist must be included with all submissions.

Clinical trial registration
The present study was not registered in clinical trials registries, as it was a laboratory-based study of detection of viruses in exhaled breath and the effect of wearing surgical facemasks on virus detection. It was not a Phase II/III clinical trial.

Study protocol
Not available in clinical trials registries (as above). Study protocol will be made available to editors and peer reviewers if requested.

Data collection
As described in the Methods section, participants were recruited year-round from March 2013 through March 2016 in a general outpatient clinic of a private hospital in Hong Kong. Data collection for questionnaires and exhaled breath sample collection was done face-to-face with the participant by trained study staff at the same clinic on the day of participant enrolment.

Outcomes
As pre-specified in the study protocol, the primary outcomes of the study were the virus generation rate in the tidal breathing of participants infected by different respiratory viruses, and the efficacy of face mask in preventing virus dissemination in exhaled breath especially at the aerosol fraction. As pre-specified in the study protocol, one of the secondary outcomes was to provide indirect evidence for relative importance of different transmission routes of influenza and other respiratory viruses. In this regard, in the present manuscript we examined the correlation between viral shedding in nose swabs, throat swabs, respiratory droplets and aerosols, and factors affecting viral shedding in respiratory droplets and aerosols. As described in the Discussion section in the present manuscript about the limitation of our study, there was large proportion of participants with undetectable viral shedding in exhaled breath for each of the viruses studied, and therefore we were unable to examine the exhaled respiratory virus reduction proportion by chi-squared test, nor the exhaled respiratory virus reduction volume (i.e. viral load) by t-test and linear regression as pre-specified in the study protocol. Instead, we have used Fisher’s exact test and Tobit regression for the same purposes respectively.
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**Coronavirus: hamster research shows effectiveness of masks ‘huge’ in Covid-19 battle, Hong Kong scientists say**

- Hamsters placed in adjoining cages with infected subjects were infected at a 66.7 per cent rate; the introduction of a barrier saw the percentage drop to 16.7.

‘It shows very clearly that if infected hamsters or humans ... put on masks, they actually protect other people,’ HKU’s Dr Yuen Kwok-yung says
Identifying airborne transmission as the dominant route for the spread of COVID-19

Renyi Zhang, Yixin Li, Annie L. Zhang, Yuan Wang, and Mario J. Molina

Various mitigation measures have been implemented to fight the coronavirus disease 2019 (COVID-19) pandemic, including widely adopted social distancing and mandated face covering. However, assessing the effectiveness of those intervention practices hinges on the understanding of virus transmission, which remains uncertain. Here we show that airborne transmission is highly virulent and represents the dominant route to spread the disease. By analyzing the trend and mitigation measures in Wuhan, China, Italy, and New York City, from January 23 to May 9, 2020, we illustrate that the impacts of mitigation measures are discernible from the trends of the pandemic. Our analysis reveals that the difference with and without mandated face covering represents the determinant in shaping the pandemic trends in the three epicenters. This protective measure alone significantly reduced the number of infections, that is, by over 78,000 in Italy from April 6 to May 9 and over 66,000 in New York City from April 17 to May 9. Other mitigation measures, such as social distancing implemented in the United States, are insufficient by themselves in protecting the public. We conclude that wearing of face masks in public corresponds to the most effective means to prevent interhuman transmission, and this inexpensive practice, in conjunction with simultaneous social distancing, quarantine, and contact tracing, represents the most likely fighting opportunity to stop the COVID-19 pandemic. Our work also highlights the fact that sound science is essential in decision-making for the current and future public health pandemics.

COVID-19 | virus | aerosol | public health | pandemic

The novel coronavirus outbreak, coronavirus disease 2019 (COVID-19), which was declared a pandemic by the World Health Organization (WHO) on March 11, 2020, has infected over 4 million people and caused nearly 300,000 fatalities over 188 countries (1). Intensive effort is ongoing worldwide to establish effective treatments and develop a vaccine for the disease. The novel coronavirus, named as severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), belongs to the family of the pathogen that is responsible for respiratory illness linked to the 2002–2003 outbreak (SARS-CoV-1) (2). The enveloped virus contains a positive-sense single-stranded RNA genome and a nucleocapsid of helical symmetry of ~120 nm. There exist several plausible pathways for viruses to be transmitted from person to person. Human atomization of virus-bearing particles occurs from coughing/sneezing and even from normal breathing/talking by an infected person (3–6). These mechanisms of viral shedding produce large droplets and small aerosols (3), which are conventionally delineated at a size of 5 μm to characterize their distinct dispersion efficiencies and residence times in air as well as the deposition patterns along the human respiratory tract (3, 7). Virus transmission occurs via direct (deposited on persons) or indirect (deposited on objects) contact and airborne (droplets and aerosols) routes (3). Large droplets readily settle out of air to cause person/object contamination; in contrast, aerosols are efficiently dispersed in air. While transmission via direct or indirect contact occurs in a short range, airborne transmission via aerosols can occur over an extended distance and time. Inhaled virus-bearing aerosols deposit directly along the human respiratory tract.

Previous experimental and observational studies on interhuman transmission have indicated a significant role of aerosols in the transmission of many respiratory viruses, including influenza virus, SARS-CoV-1, and Middle East Respiratory Syndrome coronavirus (MERS-CoV) (8–11). For example, airborne coronavirus MERS-CoV exhibited strong capability of surviving, with about 64% of microorganisms remaining infectious 60 min after atomization at 25 °C and 79% relative humidity (RH) (9). On the other hand, rapid virus decay occurred, with only 5% survival over a 60-min procedure at 38 °C and 24% RH, indicative of inactivation. Recent experimental studies have examined the stability of SARS-CoV-2, showing that the virus remains infectious in aerosols for hours (12) and on surfaces up to days (12, 13).

Several parameters likely influence the microorganism survival and delivery in air, including temperature, humidity, microbial resistance to external physical and biological stresses, and solar ultraviolet (UV) radiation (7). Transmission and infectivity of airborne viruses are also dependent on the size and number concentration of inhaled aerosols, which regulate the amount (dose) and pattern for respiratory deposition. With typical nasal breathing (i.e., at a velocity of ~1 m s−1) (4), inhalation of airborne viruses leads to direct and continuous deposition into the human respiratory tract. In particular, fine aerosols (i.e., particulate}

**Significance**

We have elucidated the transmission pathways of coronavirus disease 2019 (COVID-19) by analyzing the trend and mitigation measures in the three epicenters. Our results show that the airborne transmission route is highly virulent and dominant for the spread of COVID-19. The mitigation measures are discernible from the trends of the pandemic. Our analysis reveals that the difference with and without mandated face covering represents the determinant in shaping the trends of the pandemic. This protective measure significantly reduces the number of infections. Other mitigation measures, such as social distancing implemented in the United States, are insufficient by themselves in protecting the public. Our work also highlights the necessity that sound science is essential in decision-making for the current and future public health pandemics.
matter smaller than 2.5 μm, or PM2.5) penetrate deeply into the respiratory tract and even reach other vital organs (14, 15). In addition, viral shedding is dependent on the stages of infection and varies between symptomatic and asymptomatic carriers. A recent finding (16) showed that the highest viral load in the upper respiratory tract occurs at the symptom onset, suggesting the peak of infectiousness on or before the symptom onset and substantial asymptomatic transmission for SARS-CoV-2.

The COVID-19 outbreak is significantly more pronounced than that of the 2002/2003 SARS, and the disease continues to spread at an alarming rate worldwide, despite extreme measures taken by many countries to constrain the pandemic (1). The enormous scope and magnitude of the COVID-19 outbreak reflect not only a highly contagious nature but also exceedingly efficient transmission for SARS-CoV-2. Currently, the mechanisms to spread the virus remain uncertain (17), particularly considering the relative contribution of the contact vs. airborne transmission routes to this global pandemic. Available epidemiological (1) and experimental (12, 18) evidence, however, implicates airborne transmission of SARS-CoV-2 via aerosols as a potential route for the spreading of the disease.

**Distinct Pandemic Trends in the Three Epicenters**

To gain insight into the mechanism of the virus transmission routes and assess the effectiveness of mitigation measures, we analyzed the trend of the pandemic worldwide from January 23 to May 9, 2020 (Fig. 1). The COVID-19 outbreak initially emerged during December 2019 in Wuhan, China (1). The numbers of confirmed infections and fatalities in China dominated the global trend during January and February 2020 (Fig. 1A), but the increases in the newly confirmed cases and fatalities in China have exhibited sharp declines since February (Fig. 1B). In contrast to the curve flattening in China, those numbers in other countries have increased sharply since the beginning of March. The epicenter shifted from Wuhan to Italy in early March and to New York City (NYC) in early April. By April 30, the numbers of confirmed COVID-19 cases and deaths, respectively, reached over 200,000 and 27,000 in Italy and over 1,000,000 and 52,000 in the United States, compared to about 84,000 and 4,600 in China (Fig. 1B). Notably, the curves in Italy exhibit a slowing trend since mid-April, while the numbers in the world and the United States continue to increase. Remarkably, the recent trends in the numbers of infections and fatalities in the world and in the United States exhibit striking linearity since the beginning of April (Fig. 1C).

![Fig. 1. Distinct global trends of the COVID-19 pandemic. (A) Confirmed infections and fatalities worldwide. (B) Comparison of the confirmed infections and fatalities between China, Italy, and United States. (C) Linear regression of the confirmed infections and fatalities worldwide and in United States from April 1 to May 9, 2020; the linear regression is, respectively, $y = 79,398x + 810,167$ ($R^2 = 0.999$) for infections and $y = 6,075x + 39,409$ ($R^2 = 0.998$) for fatalities worldwide and $y = 28,971x + 201,187$ ($R^2 = 0.999$) for infections and $y = 2,059x + 243$ ($R^2 = 0.995$) for fatalities in the United States. The left axis and black color correspond to the numbers of confirmed infections, and the right axis and red color represent the confirmed fatalities.](https://www.pnas.org/cgi/doi/10.1073/pnas.2009637117)
We interpreted the differences in the pandemic trends by considering the mitigation measures implemented worldwide. The curve flattening in China can be attributed to extensive testing, quarantine, and contact tracing; other aggressive measures implemented in China include lockdown of all cities and rural areas in the whole country, isolation of residents having close contact with infected people, and mandated wearing of face masks in public. However, the effectiveness of those mitigation measures has yet to be rigorously evaluated. Differentiation of the effects of those mitigation measures in China is challenging (19), since the implementation occurred almost simultaneously in January 2020. While similar quarantine, isolation, and city lockdown measures were also implemented on March 9 in Italy after the country became the second epicenter, the curve of infections has yet to show complete flattening. In the United States, guidelines for social distancing, quarantine, and isolation were issued by the federal government on March 16, and stay-at-home orders were implemented by many state and local governments starting, for example, on March 19 and April 3 and on March 22 in NYC. The social distancing measures implemented in the United States include staying at least 6 feet (~2 m) away from other people, no gathering in groups, staying out of crowded places, and avoiding mass gatherings (20). Obviously, the continuous rise in the US infected numbers casts doubt on the effectiveness of those preventive measures alone (Fig. 1 B and C). In contrast to China, wearing of face masks was not mandated and was unpopular in most of the western world during the early outbreak of the pandemic. Advice on the use of face masks was not issued until April 6, 2020 by the WHO (1), claiming that it is important only to prevent infected persons from viral transmission by filtering out droplets but that it is unimportant to prevent uninfected persons from breathing virus-bearing aerosols. The regions heavily plagued by COVID-19 in northern Italy, such as Lombard, ordered face covering in public starting on April 6, and the Italian authorities required nationwide mandatory use of face masks on May 4. All New Yorkers were mandated to use face covering in public starting on April 17, when social distancing was not possible. With measures implemented in the United States seemingly comparable to those in China, social distancing, quarantine, and isolation exhibited little impact on the spreading of the disease in the United States, as reflected by the linearity from April 1 to May 9 (Fig. 1 C). It is possible, however, that these measures likely alter the slope of the infection curve, that is, by reducing the rate of infections during the early stage of the pandemic (Fig. 1). Notably, the recommended physical separation for social distancing is beneficial to prevent direct contact transmission but is insufficient (without face masks) to protect inhalation of virus-bearing aerosols (or even small droplets at intermediate proximity), owing to rapid air mixing (7).

Understanding the Impacts of Face Covering

Compared to the simultaneous implementation of measures in China, intervention measures were successively implemented in the western world (Fig. 24), providing an opportunity for assessing their relative effectiveness. We quantified the effects of face covering by projecting the number of infections based on the data prior to implementing the use of face masks in Italy on April 6 and NYC on April 17 (Fig. 24; see Methods). Such projections are reasonable considering the excellent linear correlation for the data prior to the onset of mandated face covering (Fig. 2 B and C and SI Appendix, Fig. S1). Our analysis indicates that face covering reduced the number of infections by over 78,000 in Italy from April 6 to May 9 and by over 66,000 in NYC from April 17 to May 9. In addition, varying the correlation from 15 d to 30 d prior to the onset of the implementation reveals little difference in the projection for both places, because of the high correlation coefficients (SI Appendix, Fig. S1). Notably, the trends of the infection curves in Italy and NYC contrast to those in the world and in the United States (Fig. 1 C), which show little deviation from the linearity due to the nonimplementation of face-covering measures globally and nationally, respectively. The inability of social distancing, quarantine, and isolation alone to curb the spread of COVID-19 is also evident from the linearity of the infection curve prior to the onset of the face-covering rule in Italy on April 6 and in NYC on April 17 (Fig. 2 B and C). Hence, the difference made by implementing face covering significantly shapes the pandemic trends worldwide.

We further compared the numbers of daily new cases between NYC and the United States (excluding the data in NYC) from March 1 to May 9 (Fig. 3). The daily numbers of newly confirmed infections in NYC and the United States show a sharp increase in late March and early April. There exists a slower increase in the number after implementation of the stay-at-home order (about 14 d in New York and shortly after April 3 in the United States), which is attributable to the impacts of this measure. After April 3, the only difference in the regulatory measures between NYC and the United States lies in face covering on April 17 in NYC. We applied linear regression to the data between April 17 and May 9 in NYC and between April 5 and May 9 in the United States. While the daily numbers of newly confirmed infections fluctuate considerably, the slope of the regression unambiguously reflects the trend in both data. The daily new infection in NYC decreases with a slope of 106 cases per day after April 17, corresponding to a decreasing rate of ~5% per day (relative to April 17). For comparison, the daily new infections in the United States (excluding NYC) increase, with a slope of 70 cases per day after April 4, corresponding to an increasing rate of ~0.3% per day (relative to April 5). Hence, the decreasing rate in the daily new infections in NYC with mandated face covering is in sharp contrast to that in the United States with only social-distancing and stay-at-home measures, further confirming the importance of face covering in intervening the virus transmission.

Dominant Airborne Transmission

We further elucidated the contribution of airborne transmission to the COVID-19 outbreak by comparing the trends and mitigation measures worldwide. While the predominant route of virus transmission routes (Fig. 4). Face covering prevents both airborne transmission by blocking atomization and inhalation of virus-bearing aerosols and contact transmission by blocking viral shedding of droplets. On the other hand, social distancing, quarantine, and isolation, in conjunction with hand sanitizing, minimize contact (direct and indirect) transmission but do not protect against airborne transmission. With social distancing, quarantine, and isolation in place worldwide and in the United States since the beginning of April, airborne transmission represents the only viable route for spreading the disease, when mandated face covering is not implemented. Similarly, airborne transmission also contributes dominantly to the linear increase in the infection prior to the onset of mandated face covering in Italy and NYC (Fig. 2 B and C and SI Appendix, Fig. S1). Hence, the unique function of face covering to block atomization and inhalation of virus-bearing aerosols accounts for the significantly reduced infections in China, Italy, and NYC (Figs. 1–3), indicating that airborne transmission of COVID-19 represents the dominant route for infection.

Recent measurements identified SARS-CoV-2 RNA on aerosols in Wuhan’s hospitals (18) and outdoor in northern Italy (21), unraveling the likelihood of indoor and outdoor airborne transmission. Within an enclosed environment, virus-bearing aerosols from human atomization are readily accumulated, and elevated levels of airborne viruses facilitate transmission from person to person. Transmission of airborne viruses in open air is subject to
dilution, although virus accumulation still occurs due to stagnation under polluted urban conditions (7, 22). Removal of virus-bearing particles from human atomization via deposition is strongly size dependent, with the settling velocities ranging from $2.8 \times 10^{-5} \text{ m} \cdot \text{s}^{-1}$ to $1.4 \times 10^{-3} \text{ m} \cdot \text{s}^{-1}$ for the sizes of 1 and 10 μm, respectively (7). For comparison, typical wind velocity is about 1 m·s$^{-1}$ to 3 m·s$^{-1}$ indoors (23) and is $\sim 1 \text{ m} \cdot \text{s}^{-1}$ horizontally and 0.1 m·s$^{-1}$ vertically in stable air (7, 22). Under those indoor and outdoor conditions, the residence time of virus-bearing aerosols reaches hours, due to air mixing (7).

We also examined ambient conditions relevant to the outbreaks in Wuhan, Italy, and NYC. The initial outbreak of COVID-19 in Wuhan coincided with the winter haze season in China (7, 22), during which high levels of PM$_{2.5}$ were prevalent in air (SI Appendix, Figs. S2 and S3). On the other hand, the daily average PM$_{2.5}$ concentrations were much lower during the outbreaks in Rome, Italy, and in NYC (SI Appendix, Fig. S2). The airborne transmission pathways (i.e., indoor or outdoor) as well as the effects of ambient PM$_{2.5}$ levels on virus transmission may be variable among urban cities. For example, the winter haze conditions in China likely exacerbated outdoor virus spreading (24, 25), because of low UV radiation, air stagnation (lacking ventilation on the city scale), and low temperature (7, 22). Also, there may exist a synergistic effect of simultaneous exposure to the virus and PM$_{2.5}$ to enhance the infectivity, severity, and fatalities of the disease (14, 26). In addition, nascent virus-bearing aerosols produced from human atomization likely undergo transformation in air, including coagulation with ambient preexisting PM and/or growth on a time scale of a few hours in typical urban air (27–29). Such transformation, as recently documented on coarse PM in Italy (21), may mitigate...
Short range and extended distance/time, respectively. Inhaled airborne viruses deposit directly into the human respiratory tract. Droplets mainly settle out of air to cause person/object contamination, while aerosols are efficiently dispersed in air. Direct and airborne transmissions occur in virus-bearing aerosols results in deep and continuous deposition into routes. Even with normal nasal breathing, inhalation of virus—typically range from 21 °C to 27 °C and 20 to 70%, respectively (23).

Rome, and NYC. For comparison, indoor temperature and RH remarkably survival for the analogous coronavirus MERS-CoV at the temperature (Figs. S3). Early experimental work (9) showed remarkable survival for the analogous coronavirus MERS-CoV at the RH level characteristic of the COVID-19 outbreaks in Wuhan, Rome, and NYC. For comparison, indoor temperature and RH typically range from 21 °C to 27 °C and 20 to 70%, respectively (23).

Of particular importance are the considerations that render airborne SARS-CoV-2 the most efficient among all transmission routes. Even with normal nasal breathing, inhalation of virus-bearing aerosols results in deep and continuous deposition into the human respiratory tract, and this transmission route typically requires a low dose (8). Also, airborne viruses have great mobility and sufficiently long surviving time for dispersion (9, 12), and residents situated in densely populated environments are highly vulnerable. In addition, nascent micrometer-size aerosols produced from coughing/sneezing of infected people have the potential of containing many viruses, particularly for asymptomatic carriers (16).

Future research is critically needed to assess the transmission, transformation, and dispersion of virus-bearing aerosols from human atomization under different environmental conditions, as well as the related impacts on virus infectivity. It is equally important to understand human atomization of airborne viruses: What are the number and size distributions of nascent aerosols as well as the viral load per particle from coughing/sneezing? It is also imperative to evaluate human inhalation of airborne viruses: How are aerosols deposited along the respiratory tract, and what is the minimum dose of airborne viruses required for infection? It is also important to evaluate the performance of face masks to quantify the efficiency to filtrate airborne viruses relevant to human atomization and inhalation. Elucidation of these mechanisms requires an interdisciplinary effort.

**A Policy Perspective**

The governments' responses to the COVID pandemic have so far differed significantly worldwide. Swift actions to the initial outbreak were undertaken in China, as reflected by nearly simultaneous implementation of various aggressive mitigation measures. On the other hand, the response to the pandemic was generally slow in the western world, and implementation of the intervention measures occurred only consecutively. Clearly, the responsiveness of the mitigation measures governed the evolution, scope, and magnitude of the pandemic globally (Figs. 1 and 2).

Curbing the COVID-19 relies not only on decisive and sweeping actions but also, critically, on the scientific understanding of the virus transmission routes, which determines the effectiveness of the mitigation measures (Fig. 5). In the United States, social distancing and stay-at-home measures, in conjunction with hand sanitizing (Fig. 5, path a), were implemented during the early stage of the pandemic (March 16) (20). These measures minimized short-range contact transmission but did not prevent long-range airborne transmission, responsible for the inefficient containing of the pandemic in the United States (Figs. 1 and 3). Mandated face covering, such as those implemented in China, Italy, and NYC, effectively prevented airborne transmission by blocking atomization and inhalation of virus-bearing aerosols and contact transmission by blocking viral shedding of droplets. While the combined face-covering and social distancing measures offered dual protection

**Fig. 3.** Contrasting the trends of new infections between NYC and the United States. Daily new confirmed infections in (A) NYC and (B) the United States. The dotted lines represent linear fitting to the data between April 17 and May 9 in NYC and between April 4 and May 9 in the United States. The vertical lines label the dates for social distancing, stay-at-home orders, and mandated face-covering.

**Fig. 4.** Transmission of COVID-19. Human atomization of viruses arises from coughing or sneezing of an infected person, producing virus-containing droplets (>5 μm) and aerosols (<5 μm). Virus transmission from person to person occurs through direct/indirect contact and airborne aerosol/droplet routes. Large droplets mainly settle out of air to cause person/object contamination, while aerosols are efficiently dispersed in air. Direct and airborne transmissions occur in short range and extended distance/time, respectively. Inhaled airborne viruses deposit directly into the human respiratory tract.
against the virus transmission routes, the timing and sequence in implementing the measures also exhibited distinct outcomes during the pandemic. For example, social distancing measures, including city lockdown and stay-at-home orders, were implemented well before face covering was mandated in Italy and NYC (Fig. 5, path b), and this sequence left an extended window (28 d in Italy and 32 d in NYC) for largely uninterrupted airborne transmission to spread the disease (Figs. 2 and 3). The simultaneous implementation of face covering and social distancing (Fig. 5, path c), such as that undertaken in China, was most optimal, and this configuration, in conjunction with extensive testing and contact tracing, was responsible for the curve flattening in China (Fig. 1). Also, there likely existed remnants of virus transmission after the implementation of regulatory measures, because of circumstances when the measures were not practical or were disobeyed and/or imperfection of the measures. Such limitations, which have been emphasized by the WHO (1), spurred on controversial views on the validity of wearing face masks to prevent the virus transmission during the pandemic (30). However, it is implausible that the limitations of mitigation measures alone contributed dominantly to the global pandemic trend, as exemplified by the success in China. Our work suggests that the failure in containing the propagation of COVID-19 pandemic worldwide is largely attributed to the unrecognized importance of airborne virus transmission (1, 20).

Fig. 5. Mitigation paradigm. Scenarios of virus transmission under the distancing/quarantine/isolation measure only (path a), the measures with distancing/quarantine/isolation followed by face covering (path b), and the measures with simultaneous face covering and distancing/quarantine/isolation (path c). The short-dashed arrows label possible remnants of virus transmission due to circumstances when the measure is not possible or disobeyed and/or imperfection of the measure.
Conclusions

The inadequate knowledge on virus transmission has inevitably hindered development of effective mitigation policies and resulted in unstoppable propagation of the COVID-19 pandemic (Figs. 1–3). In this work, we show that airborne transmission, particularly via nascent aerosols from human atomization, is highly virulent and represents the dominant route for the transmission of this disease. However, the importance of airborne transmission has not been considered in establishment of mitigation measures by government authorities (1, 20). Specifically, while the WHO and the US Centers for Disease Control and Prevention (CDC) have emphasized the prevention of contact transmission, both WHO and CDC have largely ignored the importance of the airborne transmission route (1, 20). The current mitigation measures, such as social distancing, quarantine, and isolation implemented in the United States, are insufficient by themselves in protecting the public. Our analysis reveals that the difference with and without mandated face covering represents the determinant in shaping the trends of the pandemic worldwide. We conclude that wearing of face masks in public corresponds to the most effective means to prevent interhuman transmission, and this inexpensive practice, in conjunction with extensive testing, quarantine, and contact tracking, poses the most probable fighting opportunity to stop the COVID-19 pandemic, prior to the development of a vaccine. It is also important to emphasize that sound science should be effectively communicated to policy makers and should constitute also important to emphasize that sound science should be effectively communicated to policy makers and should constitute a key component of the entire health response. A strong public health message needs to be developed in order to ensure that the public understands the critical role of wearing face masks in the early stages of the pandemic, as the availability of test kits is limited in many countries.

Methods

Projection of the pandemic trend without implementing face covering in Italy and NYC was performed first by establishing the linear correlation between the infection number and date. We considered the data for both 15 and 30 d prior to the onset of face covering (SI Appendix, Fig. 51). The slope and the reported infection number were used for the projections. The avoided infection number due the face covering was determined from the difference between the projected and reported values on May 9, 2020.

The data for accumulative confirmed infections and fatalities in Wuhan, Italy, and NYC were taken from the reports by Wuhan Municipal Health Commission (http://wjw.wuhan.gov.cn), European CDC (https://www.ecdc.europa.eu/en), and NYC government (https://www1.nyc.gov/site/doh/covid/covid-19-data.page), respectively. The data of accumulative confirmed infections and fatalities worldwide were taken from WHO COVID-19 situation report (https://www.who.int/emergencies/diseases/novel-coronavirus-2019/situation-reports) (1), and the numbers in China, Italy, and United States were from taken from European CDC.

Ground-based measurements of PM$_{2.5}$ and RH in Wuhan were taken from the China National Environmental Monitoring Centre (http://beijingair.sinaapp.com/). The PM$_{2.5}$ data in NYC were taken from US Environmental Protection Agency (https://www.epa.gov/outdoor-air-quality-data). The PM$_{2.5}$ data in Rome were taken from Centro Regionale della Qualità dell’aria (http://www.arpa.lazio.it/main/arla/). The RH data in Rome and NYC were taken from the 6-hourly interim reanalysis of the European Centre for Medium-range Weather Forecasts (https://www.ecmwf.int/en/forecasts/dataset/reanalysis-datasets/era5).

We used spaceborne measurements of aerosol optical depth (AOD) to characterize the regional aerosol pollution during the COVID-19 outbreak (January 23 to February 10, 2020) in China. The green band AODs at 0.55 μm are available from Terra and Aqua combined Moderate Resolution Imaging Spectroradiometer Version 6 Multitiangle Implementation of Atmospheric Correction (https://lpdac.gsfc.nasa.gov/products/mdl19a2v006). The Level-2 product has daily global coverage with 1-km pixel resolution. The AOD retrieval is only available for the clear sky.

Data Availability. All data relevant to this research are available in the main text and SI Appendix.
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TRANSMISSION RISK

More than 200,000 people have died of severe acute respiratory syndrome-coronavirus-2 (SARS-CoV-2) infection, leading to widespread concern regarding physical morbidity and mortality. The sexual health implications, however, have received little focus. On the basis of existing data, it appears all forms of in-person sexual contact carry risk for viral transmission, because the virus is readily transmitted by aerosols and fomites. This has resulted in broad guidance regarding physical distancing, with substantial implications for sexual well-being. Given the important role of sexuality in most people’s lives, health care providers (HCPs) should consider counseling patients on this topic whenever possible. This is an unprecedented and stressful time for HCPs; facilitating brief conversations and referrals to relevant resources (Table) can help patients maintain sexual wellness amid the pandemic.

CURRENT EVIDENCE SUGGESTS THAT ALL IN-PERSON SEXUAL CONTACT CARRIES TRANSMISSION RISK

SARS-CoV-2 is present in respiratory secretions and spreads through aerosolized particles (1). It may remain stable on surfaces for days (1). On the basis of this information, all types of in-person sexual activity probably carry risk for SARS-CoV-2 transmission. Infected individuals have the potential to spread respiratory secretions onto their skin and personal objects, from which the virus can be transmitted to a sexual partner. Because many SARS-CoV-2-infected people are asymptomatic, HCPs are left with little to offer beyond guidance to not engage in any in-person sexual activity.

Data are lacking regarding other routes of sexual transmission. Two small studies of SARS-CoV-2-infected people did not detect virus in semen or vaginal secretions (2, 3). An additional study of semen samples from 38 patients detected the virus by reverse transcriptase polymerase chain reaction in 6 patients (15.8%) (4). However, the relevance regarding sexual transmission remains unknown. Until this is better understood, it would be prudent to consider semen potentially infectious. Although 1 study failed to detect the virus in urine samples (5), there is evidence that SARS-CoV-2 nucleic acids were detected in a urine sample in at least 1 patient in another study (6). Until this is clarified, urine should also be considered potentially infectious. SARS-CoV-2 RNA has been detected in stool samples, raising concern for fecal-oral transmission (7). It is not clear, however, whether viral RNA detected in stool is capable of causing productive infection. Moreover, these data are moot, given that any in-person contact results in substantial risk for disease transmission owing to the virus’ stability on common surfaces and propensity to propagate in the oropharynx and respiratory tract.

PSYCHOLOGICAL EFFECTS OF SEXUAL ABSTINENCE

Sexual expression is a central aspect of human health but is often neglected by HCPs. Messaging around sex being dangerous may have insidious psychological effects at a time when people are especially susceptible to mental health difficulties. Some groups, including sexual and gender minority (SGM) communities, may be particularly vulnerable to sexual stigma, given the historical trauma of other pandemics, such as AIDS. Abstinence recommendations may conjure memories of the widespread stigmatization of SGM people during the AIDS crisis. For the population at large, a recommendation of long-term sexual abstinence is unlikely to be effective, given the well-documented failures of abstinence-based public health interventions and their likelihood to promote shame (8).

HCPs SHOULD CONSIDER COUNSELING ON SAFE SEXUAL PRACTICES AND RISK REDUCTION WHENEVER POSSIBLE

A range of sexual practices organized from least to most risky is shown in the Table. Abstinence is the lowest-risk approach to sexual health during the pandemic. Masturbation is an additional safe recommendation for patients to meet their sexual needs without the risk for SARS-CoV-2 infection.

Given that abstinence-only recommendations, however, are likely to promote shame and unlikely to achieve intended behavioral outcomes (8), sex-positive recommendations regarding remote sexual activity are optimal during the pandemic, balancing human needs for intimacy with personal safety and pandemic control. Patients can be counseled to engage in sexual activity with partners via the telephone or video chat services. Given privacy concerns, they should be counseled to use secure encrypted platforms. They should also be warned about the risks for sexual partners taking screenshots of conversations and relevant risks and laws regarding sexual extortion. For some patients, including those without internet access and minors at home from school who are in environments unacceptable of their sexual orientation, digital sexual practices may not be feasible. During all conversations, HCPs should express a nonjudgmental stance to encourage comfortable discussion and minimize shame. This is particularly important with minors, because fear of...
For HIV or other sexually transmitted infections. Further activity, with those testing positive for anti–SARS-CoV-2 antibodies could have relative immunity to the virus. Though we currently lack data on how long such immunity may last, those who test positive for SARS-CoV-2 into how they think about sexual health and risk. Patients should be counseled on the risks of online sexual predation, which has increased since the pandemic began. Speaking with children about sexual risk online during COVID-19 (Scientific American): https://www.scientificamerican.com/article/the-coronavirus-pandemic-puts-children-at-risk-of-online-sexual-exploitation/

<table>
<thead>
<tr>
<th>Sexual Approach</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sexual abstinence</td>
<td>Low risk for infection, though not feasible for many</td>
</tr>
<tr>
<td>Masturbation</td>
<td>Low risk for infection, Safe masturbation tips (Planned Parenthood);</td>
</tr>
<tr>
<td></td>
<td><a href="https://www.plannedparenthood.org/learn/sex-pleasure-and-sexual-dysfunction/masturbation">https://www.plannedparenthood.org/learn/sex-pleasure-and-sexual-dysfunction/masturbation</a></td>
</tr>
<tr>
<td>Sexual activity via digital platforms,</td>
<td>Patients should be counseled on the risk for screenshots of conversations</td>
</tr>
<tr>
<td>such as the phone or video chat</td>
<td>or videos and sexual extortion</td>
</tr>
<tr>
<td></td>
<td>Minors should be counseled on potential legal consequences if they are</td>
</tr>
<tr>
<td></td>
<td>in possession of sexual images of other minors Minors should be counseled</td>
</tr>
<tr>
<td></td>
<td>on the risks for online sexual predation, which has increased since the</td>
</tr>
<tr>
<td></td>
<td>pandemic began</td>
</tr>
<tr>
<td>Sex only with those with whom one is self-quarantined</td>
<td>Patient is at risk for infection from sex partner if they have been exposed</td>
</tr>
<tr>
<td>Sex with persons other than those with whom one is</td>
<td>Patient is at risk for infection from an asymptomatic SARS-CoV-2-infected</td>
</tr>
<tr>
<td>self-quarantined</td>
<td>partner</td>
</tr>
<tr>
<td></td>
<td>Patient should be counseled on the risk for infection from partners, as</td>
</tr>
<tr>
<td></td>
<td>well as risk reduction techniques that include minimizing the number of</td>
</tr>
<tr>
<td></td>
<td>sexual partners, avoiding sex partners with symptoms consistent with</td>
</tr>
<tr>
<td></td>
<td>SARS-CoV-2, avoiding kissing and sexual behaviors with a risk for fecal-</td>
</tr>
<tr>
<td></td>
<td>oral transmission or that involve semen or urine, wearing a mask,</td>
</tr>
<tr>
<td></td>
<td>showering before and after sexual intercourse, and cleaning of the</td>
</tr>
<tr>
<td></td>
<td>physical space with soap or alcohol wipes</td>
</tr>
</tbody>
</table>

Additional resources
- Building Health Communities Online – Sex Partner Notification Platform: https://tellyourcontacts.org/

Judgment can lead them to withhold information about sexual risk behaviors.

For some patients, complete abstinence from in-person sexual activity is not an achievable goal. In these situations, having sex with persons with whom they are self-quarantining is the safest approach. Those unable to take this approach may benefit from risk reduction counseling (Table), which has proven effective in other realms of sexual health (9). Patients should also be provided with information about how to reduce the risk for other sexually transmitted infections as well as the importance of continued use of contraceptives during this time to prevent unwanted pregnancy. The Centers for Disease Control and Prevention have released special guidance regarding SARS-CoV-2 and HIV (10). Those taking HIV preexposure prophylaxis should be encouraged to continue taking this medication consistently (10).

**Looking to the Future**

For the foreseeable future, HCPs will need to incorporate new technological advances regarding SARS-CoV-2 into how they think about sexual health and risk. As was seen during the HIV epidemic, antibody tests may play a key role in how we evaluate sexual risk. Though we currently lack data on how long such immunity may last, those who test positive for SARS-CoV-2 antibodies could have relative immunity to the virus. This may allow for the serosorting of individuals for sexual activity, with those testing positive for anti-SARS-CoV-2 antibodies presumed safe to engage in sex together with regard to SARS-CoV-2 transmission, if not for HIV or other sexually transmitted infections. Further research is needed to know if this will be an effective strategy. It will be important for HCPs to proactively discuss with patients what we learn from the emerging science: how reliable the antibody tests are, and to what extent these tests can inform SARS-CoV-2 risk assessment.

As we continue to fight the pandemic, researchers and HCPs ought to keep human sexuality in mind as an important aspect of health and counsel patients whenever possible. Public health officials must continue to disseminate accurate sexual health information. We need to collect more data on the risks related to SARS-CoV-2 transmission through intimate contact, best practices in sexual counseling, and optimal approaches for risk reduction.

From Massachusetts General Hospital and Harvard Medicine School, Boston, Massachusetts (J.L.T.); Massachusetts General Hospital, The Fenway Institute, and Harvard Medicine School, Boston, Massachusetts (A.S.K.); and Beth Israel Deaconess Medical Center, The Fenway Institute, and Harvard Medical School, Boston, Massachusetts (K.H.M.).

**Disclosures:** Disclosures can be viewed at www.acponline.org/authors/icmje/ConflictOfInterestForms.do?msNum=M20-2004.

**Corresponding Author:** Jack Turban, MD, MHS, Massachusetts General Hospital, 15 Parkman Street, WAC 812, Boston, MA 02114; e-mail, jack.turban@mgh.harvard.edu.

Current author addresses and author contributions are available at Annals.org.

References

Current Author Addresses: Dr. Turban: Jack Turban, MD, MHS, Massachusetts General Hospital, 15 Parkman Street, WAC 812, Boston, MA 02114. Dr. Keuroghlian: Massachusetts General Hospital, Wang Building, 8th Floor, Boston, MA 02114. Dr. Mayer: Fenway Health, 7 Haviland Street, Boston, MA 02115.

The physiological impact of wearing an N95 mask during hemodialysis as a precaution against SARS in patients with end-stage renal disease
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Abstract

Background and purpose: Most patients with end-stage renal disease (ERSD) visiting our hospital for hemodialysis treatment during the SARS outbreak wore an N95 mask. Data on the physiological stress imposed by the wearing of N95 masks remains limited. This study investigated the physiological impact of wearing an N95 mask during hemodialysis (HD) on patients with ESRD.

Methods: ESRD patients who received regular HD at National Taiwan University Hospital between April to June 2003 were enrolled. Each patient wore a new N95 mask (3M Model 8210) during HD (4 hours). Vital signs, clinical symptoms and arterial blood gas measured before and at the end of HD were compared.

Results: Thirty nine patients (23 men; mean age, 57.2 years) were recruited for participation in the study. Seventy percent of the patients showed a reduction in partial pressure of oxygen (PaO2), and 19% developed various degrees of hypoxemia. Wearing an N95 mask significantly reduced the PaO2 level (101.7 +/- 12.6 to 92.7 +/- 15.8 mm Hg, p = 0.006), increased the respiratory rate (16.8 +/- 2.8 to 18.8 +/- 2.7/min, p < 0.001), and increased the occurrence of chest discomfort (3 to 11 patients, p = 0.014) and respiratory distress (1 to 17 patients, p < 0.001). Baseline PaO2 level was the only significant predictor of the magnitude of PaO2 reduction (p < 0.001).

Conclusion: Wearing an N95 mask for 4 hours during HD significantly reduced PaO2 and increased respiratory adverse effects in ESRD patients.
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Respiratory consequences of N95-type Mask usage in pregnant healthcare workers—a controlled clinical study

Pearl Shuang Ye Tong1, Anita Sugam Kale1, Kailyn Ng1, Amelia Peiwen Loke1, Mahesh Arjandas Choolani1, Chin Leong Lim2, Yiong Huak Chan3, Yap Seng Chong1, Paul Anantharajah Tambyah4 and Eu-Leong Yong4*

Abstract

Background: Outbreaks of emerging infectious diseases have led to guidelines recommending the routine use of N95 respirators for healthcare workers, many of whom are women of childbearing age. The respiratory effects of prolonged respirator use on pregnant women are unclear although there has been no definite evidence of harm from past use.

Methods: We conducted a two-phase controlled clinical study on healthy pregnant women between 27 to 32 weeks gestation. In phase I, energy expenditure corresponding to the workload of routine nursing tasks was determined. In phase II, pulmonary function of 20 subjects was measured whilst at rest and exercising to the predetermined workload while breathing ambient air first, then breathing through N95-mask materials.

Results: Exercising at 3 MET while breathing through N95-mask materials reduced mean tidal volume (TV) by 23.0 % (95 % CI −33.5 % to −10.5 %, p < 0.001) and lowered minute ventilation (VE) by 25.8 % (95 % CI −34.2 % to −15.8 %, p < 0.001), with no significant change in breathing frequency compared to breathing ambient air. Volumes of oxygen consumption (VO2) and carbon dioxide expired (VCO2) were also significantly reduced; VO2 by 13.8 % (95 % CI −24.2 % to −3 %, p = 0.013) and VCO2 by 17.7 % (95 % CI −28.1 % to −8.6 %, p = 0.001). Although no changes in the inspired oxygen and carbon dioxide concentrations were demonstrated, breathing through N95-mask materials during low intensity work (3 MET) reduced expired oxygen concentration by 3.2 % (95 % CI: −4.1 % to −2.2 %, p < 0.001), and increased expired carbon dioxide by 8.9 % (95 % CI: 6.9 % to 13.1 %; p <0.001) suggesting an increase in metabolism. There were however no changes in the maternal and fetal heart rates, finger-tip capillary lactate levels and oxygen saturation and rating of perceived exertion at the work intensity investigated.

Conclusions: Breathing through N95 mask materials have been shown to impede gaseous exchange and impose an additional workload on the metabolic system of pregnant healthcare workers, and this needs to be taken into consideration in guidelines for respirator use. The benefits of using N95 mask to prevent serious emerging infectious diseases should be weighed against potential respiratory consequences associated with extended N95 respirator usage.

Trial Registration: The study was registered at clinicaltrials.gov, identifier NCT00265926.

Keywords: N95 respirators, Infection control, Pregnant women, Healthcare workers, Respiratory parameters, Controlled trial
Background
Lessons learnt on infection control from the Severe Acute Respiratory Syndrome (SARS) pandemic in 2003 have been used to formulate strategies [1, 2] to manage the recent Middle Eastern respiratory syndrome (MERS) [3] and H7N9 influenza outbreaks [4]. These infection control measures include recommendations for increased use of protective filtering face-piece respirators (FFR), such as N95-masks [5] especially during aerosol generating procedures. Existing influenza pandemic control plans in many countries have also incorporated recommendations for more widespread use of FFR [6–8]. When the influenza A H1N1 pandemic was declared in 2009, there were guidelines for universal use of N95-masks despite a lack of scientific evidence for its appropriateness in different health care settings [9, 10]. The N95 FFR has also been recommended for the novel MERS Coronavirus.

Little is known about the effects of N95-masks on the respiratory function of pregnant healthcare workers, who can be subjected to prolonged usage of FFR because of their vulnerability to complications from influenza, varicella, and other pathogens transmitted via the respiratory tract [11]. It is also known that pregnant women have a significantly greater respiratory burden due to factors such as increased oxygen (O₂) demand, increased nasal airway resistance, decreased functional residual capacity due to diaphragmatic splinting; all these contributing to the “physiologic” dyspnea of pregnancy [12]. There are also robust data linking respiratory compromise and adverse perinatal outcomes in women who have chronic respiratory conditions, from large scale studies on women with conditions such as asthma and obstructive sleep apnea. These outcomes include preterm labour, impaired fetal growth, and pre-eclampsia [13, 14].

Balancing the potential benefits of respiratory protection against the possible discomfort [15] and potential additive adverse effects on the respiratory functions of pregnant healthcare workers is difficult in the absence of clear data although there is no definite evidence of harm from decades of use of such respirators [16]. A recent study comparing a cohort of pregnant women between 13 to 35 weeks gestation and non-pregnant women showed no differences in respiratory rate, oxygen saturation and transcutaneous carbon dioxide levels in pregnant compared with non-pregnant subjects wearing the N95 FFR during exercise and sedentary activities for over a 1-hour period [17]. However, that study did not specifically examine the impact on busy healthcare workers. Pregnancy has been reported to be the most common cause for denying medical clearance for N95-mask use in a non-medical setting but the specific adverse effects of the respirator itself have not been documented [18]. Our study was performed to address the limited data on N95-mask usage in pregnancy with the aim of investigating the effects of breathing through the N95 mask materials on respiratory functions at rest, during low intensity work, and recovery thereafter in pregnant healthcare workers. The differences in work of breathing and potential adjustments in respiration that are contributed by pregnancy may provide guidance on the use of N95-masks by pregnant health care workers in high-risk environments.

Methods
This controlled clinical trial was carried out in 2 phases in the Investigational Medicine Unit of National University Hospital (NUH), Singapore. Study procedures were approved by the National Healthcare Group Domain Specific Review Board in July 2010 (Reference Number: 2010/00226), and written informed consent was obtained from all participants.

Healthy women with singleton pregnancies between 27 to 32 weeks gestation were recruited on a voluntary basis from amongst hospital staff and clinic patients. Eight pregnant health care workers were recruited in phases I and 20 pregnant women were recruited in phase II to participate in the study. Subjects were instructed to have adequate rest and to avoid strenuous activity prior to the study to ensure that the tests were conducted under normal lifestyle conditions. All subjects were told to have their meals at least 2 h before start of study. A screening questionnaire was administered to each subject, who then had baseline medical and obstetric examinations prior to participating in the study.

Inclusion and exclusion criteria
Subjects had spontaneously conceived singleton pregnancies and were between 21 to 40 years old. They had no history of cardiorespiratory illness, influenza-like illness in the week prior to the trial, or any pregnancy-related complications such as gestational diabetes, hypertension, intrauterine growth restriction, placenta praevia, ruptured membranes, or threatened preterm labor. They were also free of any neuromuscular conditions that would preclude them from using the treadmill. Their hemoglobin levels were ≥11g/dL, and they did not have any haemoglobinopathies such as thalassemia that could interfere with oxygen carriage in the blood.

Study design
In Phase I, the volume of O₂ uptake (VO₂) corresponding to the workload of routine nursing tasks in the ward was determined. These healthcare workers wore, and breathed through, a tight-fitted respiratory mask (Hans Rudolph, V-mask, Kansas) that was attached by a harness to a portable telemetric metabolic cart [19–21] (K4b2, Cosmed s.r.l, Rome, Italy) while moving about freely performing simulated routine nursing tasks in a specific order, such as walking around the ward, sponging...
and transferring mannequins from beds to chairs with another assistant (Fig. 1). Their average work intensity was determined with \( \text{VO}_2 \) (ml/kg/min) measurements and converted to the corresponding metabolic equivalents (MET) to gauge the energy expenditure (1 MET is equal to 3.5 ml/kg/min of \( \text{O}_2 \) consumed).

In Phase II, the respiratory effects of wearing N95 masks were examined. Each subject underwent two 15-minute exercise cycles on a treadmill. Each subject wore a Hans Rudolph mask, similar to that in Phase I, attached to a laboratory-based metabolic cart (Cortex Metalyser 3BR2, Leipzig, Germany) in order to obtain real-time respiratory parameters during exercise. In the first (control) cycle, subjects wore the Hans Rudolph mask with the outlet opened to ambient air. In the second (N95) cycle, outlets of the Hans Rudolph masks were covered by materials obtained from representative supplies of N95 masks (3M, St. Paul, MN, USA). N95-mask materials were trimmed to form an airtight seal over the Hans Rudolph mask outlet so that the air flow resistance on inspiration and expiration would come from the mask material, simulating the actual wearing of an N95 respirator (Fig. 2). This experimental design allowed each subject to act as her own control.

The fine adjustments were made to the treadmill speed every 3 min to maintain energy expenditure at 3 MET. Similar treadmill speed profile was repeated in the second exercise cycle for each subject. For both Control and N95 cycles, respiratory parameters were measured during an initial 10-minute rest period, followed by a 15-minute exercise period, and subsequently a 25-minute rest period. There was a 30-minute break between control and N95 cycles. Prior to the N95 cycle, an additional 15-minute conditioning period was allowed to enable patient to adapt
to N95-respirator conditions. The subjects breathed through the N95 mask materials continuously throughout the N95 cycles (Fig. 3).

A cardiotocography (CTG) was performed prior to the study and after each exercise-cycle. Finger-prick lactate concentrations were measured immediately before and after each exercise-cycle with Lactate Pro (Arkray Global Business Inc). The Borg Scale questionnaire [22] was administered after each exercise cycle to measure the rating of perceived exertion. The Borg Scale ranges from 6 for "no feeling of exertion," to 20 which corresponds to "very, very hard exertion". A fully equipped resuscitation cart was present throughout the study with trained medical personnel available to immediately address any medical concerns of the subjects.

**Equipment for measurement of pulmonary function and its calibration**

In both phases, the participants wore a tight fitting mask (Hans Rudolph) that was attached to the metabolic cart.

---

**PHASE I PROTOCOL** (n=8)

Determination of average workload of nurses by performing simulated patient care activities while breathing through a tight fitting mask with pneumotachometer. Oxygen content was sampled at every breath and measured with portable telemetric metabolic cart.

**PHASE II PROTOCOL** (n=20)

<table>
<thead>
<tr>
<th>Control cycle</th>
<th>(wearing mask with outlet open to air)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period 1 (rest): 10 min</td>
<td></td>
</tr>
<tr>
<td>Respiratory parameters measured while resting</td>
<td></td>
</tr>
<tr>
<td>Period 2 (exercise): 15 min</td>
<td></td>
</tr>
<tr>
<td>Respiratory parameters measured while exercising on treadmill with speed set to the predetermined work load</td>
<td></td>
</tr>
<tr>
<td>Period 3 (rest): 25 min</td>
<td></td>
</tr>
<tr>
<td>Respiratory parameters measured while resting after exercise</td>
<td></td>
</tr>
</tbody>
</table>

Break of 30 mins (without mask)

<table>
<thead>
<tr>
<th>N95 cycle</th>
<th>(wearing mask with outlet covered by N95 mask materials)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 min conditioning period with mask at rest</td>
<td></td>
</tr>
<tr>
<td>Period 1 (rest): 10 min</td>
<td></td>
</tr>
<tr>
<td>Respiratory parameters measured while resting</td>
<td></td>
</tr>
<tr>
<td>Period 2 (exercise): 15 min</td>
<td></td>
</tr>
<tr>
<td>Respiratory parameters measured while exercising on treadmill with speed set to the predetermined work load</td>
<td></td>
</tr>
<tr>
<td>Period 3 (rest): 25 min</td>
<td></td>
</tr>
<tr>
<td>Respiratory parameters measured while resting after exercise</td>
<td></td>
</tr>
</tbody>
</table>
through an air sampling tube. Inspired ambient air and expired air were channeled through a pneumotachometer that was attached to the front of the mask which calculated air volume by the rate of rotation of a rotor turbine located within it. The turbine had zero resistance to air flow and the rate of rotation of the turbine, sensed by infrared light within the pneumotachometer, corresponds directly to inspired and expired air volume for each breath. Multiple air samples from each expired-breath was drawn into the metabolic carts through a sampling line for the measurement of oxygen and carbon dioxide content by the respective gas sensors within the metabolic carts. From this data, the following parameters were calculated: volumes of oxygen (VO₂) and carbon dioxide (CO₂) exchanged, breathing frequency (BF), tidal volume (TV), minute ventilation (VE), forced expired O₂ (FeO₂), forced expired CO₂ (FeCO₂), forced inspired end-tidal O₂ and CO₂ concentrations (FiO₂, FiCO₂).

The calibration procedures for both portable and laboratory-based metabolic carts were carried out according to the manufacturer’s instructions and were performed daily to ensure uniformity in their measurements. The study was conducted in a standardized air-conditioned room similar to a hospital ward with constant humidity and temperature.

Criteria for study termination
The study was to be terminated if: (1) the CTG revealed that the fetus was adversely affected by the mother’s activity on the treadmill either by a suspicious or pathological trace as defined by the National Institute for Health and Care Excellence [23], (2) the subject was unable to complete the trial for any reason including breathlessness or pain, (3) injury was sustained as a result of the exercise, or (4) maternal heart rate was >155 beats/min [24, 25].

Statistical analysis
Since there were many respiratory variables of interest, the sample size calculations were performed on an overall picture that there was at least a 20 % difference between breathing through N95 mask materials vs control for any of respiratory variable of interest. Postulating that breathing through N95 mask materials would have an at least 20 % variation (with standard deviation 25 %) from the control respiratory variables, recruitment of 20 subjects would have a 90 % power and a 2-sided p-value of 5 % to show a statistically significant result. A mixed linear model analysis (to handle paired observations) adjusting for relevant covariates was performed. All analyses were performed using IBM SPSS version 20.0 (Armonk, NY) and statistical significance was set at p < 0.05.

Results
Twenty-eight pregnant women were recruited between September 2010 and September 2011. In Phase I, the mean and SEM of VO₂ was 9.04 (±0.75) ml/kg/min, which was equivalent to about ~3 MET. All 8 subjects enrolled in Phase I fulfilled the inclusion criteria and completed the study. Subjects in Phase II were then subjected to this workload. For Phase II, 23 subjects were screened. Two subjects were excluded because of maternal anemia, and a third was excluded because the fetus exhibited ventricular bigeminy on ultrasound examination prior to starting the study. One subject experienced uterine contractions and did not complete the study, bringing the total number of subjects who completed Phase II of the study to 19. There were no other trial terminations due to adverse events.

The mean age of the 19 subjects in Phase II was 30.0 (±0.87) years, their average gestation was 30.1 (±0.28) weeks, and mean BMI was 26.6 kg/m² (±1.4). Of the cases, 10 were primigravidas and 9 were multigravidas. There were 13 nurses, 6 homemakers, and 9 women doing administrative work.

Effect on tidal volumes, breathing frequency, minute ventilation
During the pre-exercise rest period, breathing through N95-mask materials lowered TV by a mean of 0.15 L compared with controls (95 % CI: −0.23, −0.08; p < 0.001) (Fig. 4a). TV during both exercise cycles increased rapidly to reach a plateau which was about 50 % higher than that observed at rest, within a minute. However, compared with controls, exercising with N95-masks reduced mean TV by 0.21L (95 % CI: −0.32, −0.10; p < 0.001), a 23 % decrease (Fig. 4a, Table 1). Mean BF increased by 35 % during exercise for both control and N95 cycles compared to the rest period, but there was no difference in BF with and without wearing N95-masks (Fig. 4b, Table 1). Wearing N95-respirators lowered V̇E by 25.8 %, a mean difference of 5.55L/min (95 % CI: −7.58, −3.51; p < 0.001) (Fig. 4c, Table 1). Significant differences in TV and V̇E with N95 cycles persisted in the post-exercise rest period (Table 1). There was a tidal volume reduction of 0.08L (p = 0.02) and minute ventilation reduction of 1.11L/min (p = 0.031).

Effect on O₂ and CO₂ concentrations in inspired and expired air
Forced expired O₂ concentration (FeO₂) during the pre-exercise rest period decreased by 0.52 % (95 % CI: −0.79, −0.25; p = 0.001) with N95-mask use versus controls (Fig. 5a, Table 1). Wearing of N95-masks during exercise reduced FeO₂ by 0.54 % compared with controls (95 % CI: −0.70, −0.38; p < 0.001). Reduction in FeO₂ with the use of N95-masks persisted in the post-exercise rest period. Concomitantly, forced
expired CO₂ concentration (FeCO₂) was significantly elevated with N95-mask use in the pre-exercise, exercise and post exercise periods compared with no mask usage (Fig. 5b, Table 1). During the exercise period, the wearing of N95-masks resulted in increase in FeCO₂ of 0.30 % (95 % CI: 0.18, 0.42; \( p < 0.001 \)) compared with controls. (Fig. 5b, Table 1). In contrast, no significant differences were observed in the inspired oxygen (FiO₂) or carbon dioxide (FiCO₂) concentrations of inspired air before, during or after exercise (Fig. 6, Table 1).

**Effect on pulmonary gas exchange**

When performing work on the treadmill equivalent to 3 MET, VO₂ and VCO₂ increased by about two-fold for all subjects compared to the rest periods. Strikingly, wearing of the N95-mask during exercise resulted in lowering VO₂ by 13.8 %, a mean of 1.30 ml/min/kg (95 % CI: −2.30, −0.31; \( p = 0.013 \)) (Fig. 7a, Table 1). Similarly, VCO₂ was lowered by 17.7 %, a mean of 0.10 ml/min/kg (95 % CI: −0.15, −0.05; \( p = 0.001 \)) (Fig. 7b, Table 1).

**Effect on maternal and fetal physiological parameters**

For all subjects, overall maternal heart rate increased from 89 ± 1.8 to 107 ± 1.9 beats/min with exercise. There were no significant difference in heart rate between the N95-masks and control cycles. There were also no changes in basal fetal heart rates (mean heart rate of 133 beats per minute) or variability (15–16 beats per minute) in all the CTGs. There were no significant differences in

![Figure 4](image-url)
lactate levels pre exercise (1.8 ± 0.2 mmol/L), post exercise breathing through ambient air (1.6 ± 0.2 mmol/L), and post exercise with the N95-mask (2.1 ± 0.4 mmol/L). There were no differences in finger-tip capillary oxygen saturation levels with the mask and without the mask; 98.3 ± 0.18 % and 98.4 ± 0.11 % respectively. The Borg scale indicated that exercise induced a borderline increase in perceived effort from being 9.1(±0.60) to 10.7(±0.8) after the N95 cycles. These parameters did not reach statistical significance (Table 2).

**Discussion**

We found that in women in mid-pregnancy, breathing through the N95 respirator material when performing low intensity work significantly reduced VO$_2$ (13.8 %) and VCO$_2$ (17.7 %), which was due to a corresponding decrease in $V_E$ (25.8 %) and TV (23 %), without a compensatory increase in BF. This decrease in air intake volume, together with unchanged concentrations of inspired O$_2$ and CO$_2$ imply a decrease in overall amount of O$_2$ and CO$_2$ inspired. Coupled with a 3.2 % decrease in FeO$_2$ and an 8.9 % increase in FeCO$_2$, these results suggest an increased consumption of O$_2$ and production of CO$_2$, leading to possible concerns regarding prolonged usage of N95-masks on respiratory functions in pregnant women performing physical work. The decrease in $V_E$, TV, FeO$_2$...
and the increase in FeCO₂ were also significant during the rest periods. These results suggest that breathing through the N95 mask material can limit the overall volume of oxygen intake and also increase the rate of metabolism.

When performing work equivalent to routine bedside nursing with N95-masks, non-pregnant subjects have been previously reported to maintain their V_E compared with controls, with non-significant changes in the TV and BF [26]. Other studies in both non-pregnant and pregnant subjects have shown, on the contrary, an increase or decrease in BF but the TV and V_E were not measured in these trials [17, 27, 28]. In contrast, our pregnant subjects were unable to proportionately increase both TV and BF to maintain their V_E during rest and in response to exercise while breathing through N95-masks materials. A significant 26 % reduction in V_E, with a 23 % reduction in mean TV was noted during exercise, possibly due to diaphragmatic splinting. This decrease in V_E led to a corresponding decrease in VO₂ (13.8 %) and VCO₂ (17.7 %) (Fig. 7). The decrease in FeO₂ and increase in FeCO₂ are likely due to a stimulation of the respiratory drive resulting in greater efforts required to breathe through the N95 mask materials and a concomitant greater extraction of O₂ for aerobic metabolism. These results also suggest that the N95 mask may impede gaseous exchange resulting in hypoventilation. Although the subjects appeared to adapt to the increased workload with no changes in the other maternal and fetal physiological parameters with no evidence of hypoxia found on finger-tip capillary oxygen saturation nor increased lactic acid production to suggest a shift toward anaerobic respiration, our results suggest that performing physical work with the N95-mask appears to stress the aerobic metabolism and increase the CO₂ load within the circulation.

In non-pregnant subjects, it has been shown that use of N95-respirators can increase CO₂ levels within the masks by 1.8–3 %, suggesting that the increase in expired CO₂ concentration could also be due to the accumulation of expired CO₂ trapped in the dead space of the N95 mask [29, 30]. Our results do not support such a view because FiCO₂ did not increase even with the use of N95 materials and total CO₂ intake was reduced due to the corresponding decrease in V_E. These results further affirm that the increase in expired CO₂ mainly arose from increased rate of aerobic metabolism. The higher circulating CO₂ concentration observed in our study was in agreement with increase in transcutaneous CO₂ observed in pregnant and non-pregnant women after a 20-minute exercise wearing a respirator as compared to not wearing the respirator [17]. It must be borne in mind that CO₂ levels in the blood of pregnant women are usually lower due to physiological hyperventilation. An increase in forced expired CO₂ which reflects a rise in blood CO₂ levels hence contributes to impair elimination of fetal CO₂ as arterial CO₂ is normally reduced in pregnancy to allow for a steeper diffusion gradient of CO₂ from fetal blood across to the mother.

Our study was limited in that we were unable to evaluate the effects of N95-mask usage at higher work intensities and over longer durations because of ethical concerns. To ascertain safety, parameters such as maternal and fetal heart rate changes, lactate and finger-tip capillary oxygen saturation levels were monitored to ensure that no significant hypoxemia was induced in our subjects and their fetuses.

Wearing the Hans Rudolph mask with aperture occluded by the mask material allows accurate measurement of respiratory parameters despite its use not being exactly the same as the standard use of the N95-mask. However this is the closest way of obtaining accurate physiologic data to best characterize the impact of the materials used in the respirators. The other limitation of our study was the narrow window of gestation studied (between 27 to 32 weeks). These group of women were deemed to be representative of pregnant women as they would have undergone marked respiratory adaptations to pregnancy, especially diaphragmatic splinting from the enlarging uterus. However, it is postulated that, in situations of exercising at a higher intensity, prolonged N95-mask usage or at more advanced gestations, a

<table>
<thead>
<tr>
<th>N95 Mask vs Control</th>
<th>Mean difference</th>
<th>SE (95 % CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre exercise maternal heart rate</td>
<td>−20</td>
<td>1.3 (−4.7; 0.6)</td>
<td>0.11</td>
</tr>
<tr>
<td>Exercise maternal heart rate</td>
<td>−0.5</td>
<td>1.4 (−3.4; 2.4)</td>
<td>0.71</td>
</tr>
<tr>
<td>Post exercise maternal heart rate</td>
<td>−0.8</td>
<td>1.6 (−4.1; 2.5)</td>
<td>0.61</td>
</tr>
<tr>
<td>Baseline fetal heart rate</td>
<td>−0.5</td>
<td>0.6 (−1.6; 0.6)</td>
<td>0.33</td>
</tr>
<tr>
<td>Capillary lactate</td>
<td>0.5</td>
<td>0.5 (−0.3; 1.4)</td>
<td>0.17</td>
</tr>
<tr>
<td>Finger-tip capillary oxygen saturation</td>
<td>0.1</td>
<td>0.02 (−0.06; 0.14)</td>
<td>0.32</td>
</tr>
<tr>
<td>Borg scale</td>
<td>1.6</td>
<td>0.9 (−0.01; 3.3)</td>
<td>0.060</td>
</tr>
</tbody>
</table>
greater degree of oxygen deficit due to a corresponding decrease in $V_E$ can have more marked effects on the respiratory function of pregnant women. We also focused exclusively on pregnant women without using non-pregnant controls to better define the risks in this group which are the most controversial.

Our study demonstrates, for the first time, that pregnant women in mid-pregnancy are unable to maintain their minute ventilation while breathing through N95-mask materials. There is also a decrease oxygen uptake and increase carbon dioxide production as a result of the increased workload on breathing imposed by mask use, both at rest and low work intensity. This supports the view of some that pregnant healthcare workers should probably refrain from prolonged N95-mask use towards the third trimester. The complications to the women and her fetus that can result from a prolonged decrease in $V_E$ and increased work of breathing, are unknown.

Conclusions

While there is a substantial negative change in TV, $V_E$ and the $V_{O_2}$ and $V_{CO_2}$ exchanged, there was no impact of breathing through N95 mask materials, to finger-tip oxygen saturation, maternal or fetal heart rate and no drive to increase BF in pregnancy compared to breathing ambient air at the level of exercise in our study. This study shows important descriptive findings of changes to respiratory physiology with mask use, which do not appear to have sufficient significant clinical impact based on the parameters monitored, that had been deliberately kept within the normal ranges to ensure safety of the subjects. Although harm was not demonstrated in the context of this experimental protocol, the significant changes to respiratory physiology caused by breathing through N95 mask materials raise the concern regarding prolonged use of N95-masks by pregnant healthcare workers. Our results suggest that pregnant women may experience more fatigue and require more rest breaks from mask use. Scheduled work breaks should be considered for pregnant healthcare workers working in high risk areas which require prolonged use of N95 respirators. In face of the imminent threat of pandemic airborne respiratory diseases it should be emphasized that the benefit of using N95 mask to prevent serious emerging infectious diseases should be weighed against possible respiratory consequences associated with N95 mask usage. Use of alternative protective methods such as surgical masks with lesser airway resistance, should be considered in appropriate settings [31–33]. These have been shown to be equally effective for the prevention of droplet infections such as influenza [31], although they are insufficient for protection against airborne pathogens. Innovative interventions to improve the design of FFR, are urgently needed in the face of the imminent threat of pandemics of acute airborne respiratory infections. The key is to ensure healthcare worker protection from infectious agents without jeopardizing the wellbeing of the pregnant healthcare workers and their fetuses.
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Dr Ranasinghe). In addition, when performing direct laryngoscopy in intubated patients, many anaesthetists place the laryngoscope blade behind the tube rather than in the vallecula and so lift the epiglottis directly.

It may be that the view achieved in both these situations is more akin to that revealed using a straight blades laryngoscope – which pulls the epiglottis superiorly using traction exerted on its dorsal surface. Alternatively, the presence of a tracheal tube may obstruct the line of sight, impeding laryngoscopy. Overestimating difficulty is less hazardous than being falsely reassured of an easy conventional intubation.

If one is concerned about possible difficult airway management after extubation, it is safest to remove the tube over a bougie or airway exchange device such as an Aintree Catheter. While conventional laryngoscopy following an awake fibreoptic intubation may provide useful information about a patient’s airway, making decisions about the degree of difficulty that can be expected after extubation may be unwise, even ignoring the question of tumour growth, fibrosis, oedema progression, etc. The specificity of this manoeuvre, as defined by Yentis (proportion of ‘easy’ intubation patients who are correctly identified) [2] is, like all other predictors, less than unity.

The goal of airway management is to minimise the number of failed intubations/ventilation, not to minimise the number of awake intubations. Perhaps a useful maxim may be that once a patient has been fibreoptically intubated awake, one needs an unimpeachable reason not to do so again in future.

A reply
I would like to thank Drs Higgs and Hargrove for their letter, which I read with interest. They make several valid and important points regarding management of the airway. I agree with their views.

D. N. Ranasinghe
Colchester General Hospital
Colchester CO4 5JL, UK
E-mail: David.Ranasinghe@essexrivers.nhs.uk

Carbon dioxide re-breathing with close fitting face respirator masks

Guidelines for the use of personal protective equipment when caring for patients who are affected by highly infectious pathogens such as SARS, avian influenza and tuberculosis include the use of high efficiency respirators that filter at least 95% of particles with a median diameter of 0.1 micron. These must therefore be close fitting to prevent air leakage [1, 2]. A healthy intensivist (SF), wearing such a respirator (Tecnol Fluidshield PFR95, Kimberly Clark Corporation, Roswell, GA) to perform a percutaneous tracheostomy on a patient with multidrug resistant pulmonary tuberculosis, experienced dyspnoea, tachycardia and tremor after 30 min. End-tidal carbon dioxide measured at the mouth by hand-held capnometry was 6.3 kPa (normal value 5.3 kPa). We postulated that the symptoms were due to hypercapnia.

We measured the end-tidal carbon dioxide levels in four anaesthetists wearing the same design of mask, before and after performing tracheal intubation on another patient with pulmonary tuberculosis. Measurements were taken by sidestream capnometer (Poet LT, Criticare, Waukesha, WI) using a 15-mm T-piece held between the lips. The mean baseline end-tidal carbon dioxide level was 5.18 kPa. Post-procedure (20 min later) the mean end-tidal carbon dioxide level was 5.95 kPa (p = 0.007). No subjects reported symptoms of hypercapnia. The rise in end-tidal carbon dioxide is due to rebreathing of expired alveolar gas that is ‘trapped’ in the respiratory, with the degree of rebreathing being proportional to the volume of the respirator (‘dead space’). It is likely that all tight-fitting, high efficiency respirators will behave similarly, with only the size of dead space varying between designs.

The respiratory response to hypercapnia is an increase in minute ventilation, giving rise to the sensation of dyspnoea. Moderate (6.18 kPa) to high (7.5 kPa) levels of end-tidal carbon dioxide have also been shown to impair significantly cognitive and psychomotor performance and it is likely that this effect of carbon dioxide is dose related with no threshold [3]. Clearly, our findings are of uncertain practical significance and further trials would be required employing cognitive and psychomotor measurements and arterial blood gas analysis.

In the event of an influenza pandemic, large numbers of healthcare workers may need to wear these respirators for prolonged periods and problems with hypercapnia might reduce the tolerability of these devices. Whether psychomotor performance is affected also remains to be seen.

S. J. Fletcher
M. Clark
P. J. Stanley
Bradford Teaching Hospitals
Bradford BD9 6RJ, UK.
E-mail: sjfletcher@doctors.org.uk
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Carbon dioxide rebreathing in respiratory protective devices: influence of speech and work rate in full-face masks
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Abstract
Carbon dioxide (CO2) rebreathing has been recognised as a concern regarding respirator use and is related to symptoms of discomfort, fatigue, dizziness, headache, muscular weakness and drowsiness. Previous investigations are limited by small sample size and have not evaluated the relationship between CO2 inhalation and phonic respiration (breathing during speech) in respiratory protective devices (RPDs). A total of 40 workers trained in the use of RPDs performed a graded exercise test on a cycle ergometer that increased in workload every 5 min. During the third minute of each stage, participants read aloud a prepared text. Measures of mixed expired CO2 (PECO2), mixed inspired CO2 (PICO2) and respiration were monitored. The results showed that phonic respiration and low work rates contributed to significantly higher levels of CO2 rebreathing. Aiming to reduce CO2 exposure may result in improved wear time of RPDs. It is recommended that these findings be incorporated in technical specifications regarding human factors for RPDs.

Practitioner summary: Carbon dioxide (CO2) rebreathing in respiratory protective devices (RPDs) has been highlighted as a key concern regarding respirator use. However, the problem is relatively under researched. This paper presents novel findings on the impact of phonic respiration (breathing during speech) and CO2 concentrations in RPDs.
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Preliminary report on surgical mask induced deoxygenation during major surgery
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Abstract

Objectives: This study was undertaken to evaluate whether the surgeons’ oxygen saturation of hemoglobin was affected by the surgical mask or not during major operations.

Methods: Repeated measures, longitudinal and prospective observational study was performed on 53 surgeons using a pulse oximeter pre and postoperatively.

Results: Our study revealed a decrease in the oxygen saturation of arterial pulsations (SpO2) and a slight increase in pulse rates compared to preoperative values in all surgeon groups. The decrease was more prominent in the surgeons aged over 35.

Conclusions: Considering our findings, pulse rates of the surgeon’s increase and SpO2 decrease after the first hour. This early change in SpO2 may be either due to the facial mask or the operational stress. Since a very small decrease in saturation at this level, reflects a large decrease in PaO2, our findings may have a clinical value for the health workers and the surgeons.
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Protective Facemask Impact on Human Thermoregulation: An Overview
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The use of protective facemasks (PFMs) negatively impacts respiratory and dermal mechanisms of human thermoregulation through impairment of convection, evaporation, and radiation processes. The relatively minor reported increases in core temperature directly attributable to the wearing of PFMs suggest that associated perceptions of increased body temperature may have a significant psychological component or that regional or global brain temperature changes are involved. Modifications in PFM structure, components, and materials might allow for improved heat dissipation and enhanced compliance with use.

Keywords: comfort; core temperature; PFMs; thermoregulation; tolerance

INTRODUCTION

The spate of serious viral respiratory infectious agent outbreaks (e.g. severe acute respiratory syndrome, avian influenza, and pandemic influenza) has placed significant impetus upon the use of protective face-masks (PFMs), including filtering facepiece respirators (FFRs), surgical/medical facemasks (FM), and elastomeric air-purifying respirators (EAPRs) by healthcare workers (HCWs) and the public. The most commonly employed PFMs in these situations are FFRs and FMs. FFR are tight-fitting particulate respirators with a filter as an integral part of the facepiece or with the entire facepiece composed of the filtering medium that covers at least the mouth and nose and filters out harmful particles (NIOSH, 2004). FMs are loose-fitting disposable masks that cover the nose and mouth and are referred to by various nomenclatures, such as surgical mask, medical mask, procedure mask, dental mask, and laser mask.

PFMs were initially introduced into surgery to not only prevent surgical personnel from contaminating the surgical field with respiratory droplets expelled during speaking, coughing, and sneezing but also protect the wearer from splashes or sprays (TFAH and AAP, 2009). Because of their loose fit, FMs are unable to provide a high degree of protection from airborne particulates of small dimensions (i.e. droplet nuclei) that can harbor pathogens (Oberg and Brosseau, 2008). EAPRs are reusable, air-purifying respirators (APR) with facepieces made of pliable materials (e.g. silicone, rubber, and plastic) that employ one or two particulate cartridge filters and come in full facepiece or half-mask models (Roberge et al., 2010d). Although there is currently some ongoing debate and investigation into the relative merits of FFR versus FM in protecting the wearer from pathogens (Loeb et al., 2009; Srinivasan and Perl, 2009; Gralton and McLaws, 2010), there is less controversy regarding their being of some efficacy in preventing the transmission of respiratory pathogens (Cowling et al., 2009; MacIntyre et al., 2009; Aiello et al., 2010). However, the use of PFMs will not be effective if not used appropriately.

One of the more frequently cited reasons for intolerance and associated lack of compliance with appropriate PFM use is the discomfort related to buildup of facial heat (Jones, 1991; Laird et al., 2002; Radonovich et al., 2009). In a recent study (Baig et al., 2010),
increased facial heat was experienced ‘frequently-to-always’ by 56% of HCWs wearing N95 FFR. PFM-associated facial heat complaints may represent any of a variety of effects, including local dermal effects, increased temperature of breathing air, elevated core temperature, or psychophysiological responses. This review will examine the etiology of PFM-associated increases in the body’s heat perception and burden and suggest potential mitigation strategies.

METHODS
A computerized literature search was undertaken for the period 1950–2010 with the search engines Medline®, OvidSP®, EMBase™, PsycINFO®, Compendex®, and Google®. A web-based search of relevant electronic references was also performed and the bibliographies of selected articles and textbooks were perused for pertinent articles (Fig. 1). References selected for inclusion in the review were those that included information relating to heat, comfort, and tolerance associated with the use of PFMs.

RESULTS
A total of 195 articles from the literature was retrieved along with 42 web-based relevant articles and one textbook chapter. Of these, 84 literature references serve as the database for this study, including 80 journal articles, 3 electronic references from medical, governmental, and news agency sources, and 1 book chapter. There is a paucity of data available on the influence of PFMs upon body thermoregulation.

DISCUSSION
The genesis of PFM-associated changes in body temperature is a composite of several inputs of variable prominence that includes respiratory heat exchange mechanisms, the impact of nasal versus oral respiration, metabolic cost and thermal load of PFMs, facial skin heat load of PFMs, ambient climate and PFM microclimate (i.e. PFM dead space) heat and humidity, and psychophysiological heat response components.

Fig. 1. Literature review data sources.
**Respiratory heat exchange mechanisms**

Excess heat generated by the body’s metabolism and transferred from environmental heat sources (e.g. radiation) must be released to the surrounding environment in order to maintain thermal homeostasis. While human heat balance can be conceptually explained in various forms, the following heat balance equation, re-written from Parsons (2003), provides a practical approach for its estimation:

\[
S = M - W - (C + R + E_{sk}) + (C_{res} + E_{res}),
\]

where \( S \) = rate of heat storage (W·m\(^{-2}\)), \( M \) = rate of metabolic energy production, \( W \) = rate of the body’s mechanical work, \( C \) = rate of convective heat loss from the skin, \( R \) = rate of radiative heat loss from the skin, \( E_{sk} \) = rate of evaporative heat loss from the skin, \( C_{res} \) = rate of convective heat loss from respiration, and \( E_{res} \) = rate of evaporative heat loss from respiration. Thus, the body achieves heat balance when \( S \) equals zero. As a point of interest, heat exchange (loss) through respiration consists of two components: convective heat loss as a function of cool air inhalation in which heat from the lungs is transferred in exhalation \( (C_{res}) \) and evaporative heat loss as a function of moisture saturation in exhaled air \( (E_{res}) \). In practice, the amount of respiratory heat loss can be quantified using the following equation (Parsons, 2003):

\[
C_{res} + E_{res} = (0.0014 M [34 - T_a] + 0.0173 M [5.87 - p_a]),
\]

where \( T_a \) = ambient temperature (°C) and \( p_a \) = ambient pressure (kPa). Under thermoneutral environmental conditions, inspired air is warmed and saturated in the lungs which are generally at core temperature, but exhaled air temperature is lower (e.g. \( \sim 34-35^\circ \text{C} \), Tozer, 1924; Winslow et al., 1943) because some warmth and moisture are reclaimed in transit through the nasal passages. The proportion of heat loss through each component of the respiratory heat loss mechanism has not yet been determined, but it is generally agreed that a greater amount of heat is lost through \( E_{res} \) than \( C_{res} \) due to the fact that the latent heat of water evaporation is much greater than the specific heat of air. While a number of previous investigations have shown that respiratory heat loss is dependent on several variables such as temperature and vapor gradients of inspired air (McCutchan and Taylor, 1951; Cole, 1953), respiratory minute volume (Cole, 1953), changes in body temperature (Hanson, 1974), health status (e.g. asthma) (Burch, 1945; Deal et al., 1979), and working/exercise status (Cain et al., 1990; Livingstone et al., 1994), the total amount of respiratory heat loss as a function of \( C_{res} \) and \( E_{res} \) under normal condition is 10–15 Watts (W), which accounts for \( \sim 10\% \) of total heat loss from the body (Burch, 1945; Ingelstedt, 1956; Hanson, 1974).

**Nasal and oral respiratory pathways of thermostasis**

The majority of healthy adults are nasal breathers at resting tidal breathing or light exertion (Niinimaa et al., 1980; Hallani et al., 2008), but changes in the partitioning of the breathing cycle among nasal, oronasal, and oral components can impact the respiratory portion of heat exchange, as well as microclimate (i.e. respirator dead space) heat and moisture content. The use of PFMs results in a switch from nasal to oral breathing in most adults (Harber et al., 1997) and respiratory heat exchange is impacted variably by the route of respiration. Nasal breathing is associated with less heat loss to the environment than oronasal and mouth breathing because some expired heat and humidity are reclaimed by the rich vasculature and mucosal surfaces of the nasal passages and paranasal sinuses (Harber et al., 1997; Holden et al., 1999). The nasal mucosa normally recovers one-third of the water delivered to the inspiratory airflow from the expiratory airflow (Martins De Araujo et al., 2000). When the metabolic rate is significant (e.g. during strenuous physical activity), a shift to oronasal breathing occurs that is associated with a greater respiratory minute volume (Niinimaa et al., 1980) and the percentage of mouth breathing increases as the metabolic rate increases (Harber et al., 1997). Increases in core temperature of \( \sim 1^\circ \text{C} \) are associated with induction of hyperventilation (increase in pulmonary ventilation of \( \sim 35\% \)) relative to metabolic needs (White, 2006). Results from a previous investigation (Varene et al., 1986) showed that the temperature and amount of water delivered on expired air are significantly greater with mouth breathing than nasal breathing. Therefore, there would likely be an increase in the net respiratory heat loss to the environment with oronasal breathing over that noted with nasal breathing only, especially during strenuous physical work and hyperventilation. The net respiratory heat loss through oronasal breathing at a high workload (150 W), under temperate ambient temperature (25°C), has been reported as 103 ± 12 W, which accounts for \( \sim 46\% \) of total cephalic heat loss (Rasch et al., 1991).

The contribution of the breathing pathway to central nervous system temperature regulation has been an area of interest for some time. Hirata et al. (1978)
observed that tympanic temperatures (considered an indirect measure of core temperature) were consistently higher with mouth breathing, implying that the vascular supply to the head had been cooled more by normal nasal breathing. There have been studies proposing a mechanism of selective brain cooling (SBC) in which venous blood is cooled in the facial area and delivered through a direct venous pathway to the cranium to directly cool the brain and serve as a protective mechanism, especially in hyperthermic states (Cabanac and Caputa, 1979; Cabanac, 1993). This mechanism can be enhanced by nasal breathing and sweat evaporation on the head (Nagasaka et al., 1998). Supporting this concept of SBC is the finding of a cooling effect (0.4–0.8°C) on the frontobasal aspects of the human brain (a site in proximity to the hypothalamus, the major thermoregulatory area of the brain) in post-operative, fully conscious neurological patients with mild hyperthermia spontaneously nasal breathing for 3 min (18–20 breaths min⁻¹) in ambient temperature of 22°C (Mariak et al., 1999). This can perhaps be partially explained by the fact that the distance between the roof of the nose and the floor of the anterior cranial fossa is less than a millimeter (Mariak et al., 1999). Thus, evaporative cooling of the nasal mucosa through intensive nasal breathing directly impacts temperature on the frontobasal aspects of the brain. However, it is worth noting that the issue of whether an effect of SBC is only limited to a local brain region or to the entire brain (which constitutes a significant reduction in thermal gradients of body core temperature) still remains unresolved. Of note, some studies showed that mouth breathing results in a lowering of oral temperature readings due to the cooling effects of ventilatory air on the oral mucosa (Maron, 1983), with significantly lower temperature readings at the anterior sublingual and dorsum of the tongue sites than on the posterior sublingual and buccal rough sites (Cooper and Abrams, 1984). Others have also reported on elevated tympanic temperatures associated with mouth breathing (Neff et al., 1989; Dezell, 1994). Thus, although it is apparent that different anatomic pathways for respiration (i.e. nose, mouth) influence thermoregulation to different degree, the use of multiple types of temperature monitoring methodologies (e.g. oral, tympanic, brain, and skin temperature measurements) reported in the research literature makes it difficult to determine accurately the full impact of nasal and oral respiration on core temperature. In general, based on available data, at low-to-moderate work rates, PFM-related increases in core temperature will likely be minor, irrespective of the route of respiration.

### Metabolic cost and thermal load of protective facemasks

The direct contribution of PFM to the metabolic cost is considered to be minor: PFM with low/moderate filter performance (typically resulting in lower levels of airflow resistance) [i.e. European classification P1 and P2 filters (80% and 94% filtration, respectively, at test conditions of 95 l min⁻¹ constant air flow rate)] add a metabolic cost of 20 W m⁻², and for PFM with high filter performance [i.e. European classification P3 filters (99.95% filtration at test conditions of 95 l min⁻¹ constant air flow rate)], the metabolic cost is 40 W m⁻² (based on 1.8 m² body surface area) (Hanson, 1999). This mild effect of PFM on energy expenditure at low-to-moderate work rates is supported by a recent study of HCWs wearing low-resistance PFM [i.e. surgical masks and P2 equivalent FFR (i.e. N95 FFR)] during usual work activities for 30 min that showed increases in tympanic temperature of only 0.07 and 0.03°C, respectively (Yip et al., 2005). Similarly, no added metabolic/thermal load was demonstrated for tight-fitting powered air-purifying respirators (PAPR) or a negative pressure full facepiece APR used in warm environments (33.9–35°C dry bulb temperatures) at low–moderate treadmill work rates for 20 min (Caretti, 2002; Caretti and Gardner, 2003). Under high heat/high work conditions (43.3°C/116 W h⁻¹) over 1 h, oral temperature increased only 0.33°C when wearing a full facepiece APR and no significant effect was noted under high heat/low work (58 W h⁻¹), low work/high heat, and low work/low heat (25°C) scenarios, whereas conditions remained basically unchanged with a half facepiece APR (James et al., 1984). At a work rate of 200–300 Kcal h⁻¹, no significant differences were noted in core (rectal) temperature over 2 h for subjects wearing a full facepiece APR compared with not wearing a respirator (Martin and Callaway, 1974). Similarly, Guo et al. (2008) also reported that tympanic temperature rose only 0.2°C for FFR with an exhalation valve (N95FFR-EV) and 0.6°C for FFR during staggered treadmill exercise at 3.2 km h⁻¹ × 20 min, 4.6 km h⁻¹ × 10 min, and 6.4 km h⁻¹ × 10 min, with interspersed 10-min rest periods. In another study (Hayashi and Tokura, 2004), tympanic temperatures in four female subjects, at the end of performing 3 series of 15-min stepping exercises interspersed with 5-min rest periods at environmental conditions of 28°C temperature and 60% relative humidity (RH), showed increases ranging from ~0.25 to 0.5°C for N95 FFR-EV and 0.25–1.4°C for N95 FFR; increases in rectal temperature for the same exercise period were ~0.7 and 0.9°C, respectively. However, the timing of the menstrual cycle was not identified which could have
impacted temperature measurements, and the subjects were wearing protective garments (Gore-Tex) which have somewhat limited vapor permeability that could also result in heat retention, so that it is difficult to partition out the FFR component of the rise in temperatures. Thus, it would appear from the limited available data that PFM use for periods ≤ 1 h, under varying workloads (low, moderate, and high), has, in and of itself, limited metabolic impact and is generally associated with only minimal-to-mild increases in body temperature as measured by oral or tympanic routes. While it is a common practice to reference a level of tympanic temperature as core body temperature in determining the thermal impact of PFMs, consideration must be given to the fact that studies have demonstrated that significant variability exists between concurrent measurements at both ears and between tympanic temperatures and pulmonary artery temperature (the ‘gold standard’ for core temperature) (Fulbrook, 1997; Sanderson et al., 2010). Logically, the impact on body temperature is likely to be augmented with longer, uninterrupted periods of PFM use in high ambient temperatures and humidity and at higher work rates.

Facial skin temperature changes with protective facemasks

The head is an area of very high metabolic activity and is a critical structure for cooling, especially when the remainder of the body is impeded in normal heat dispersal (James et al., 1984). The heat flux per unit area of bare facial skin is 104 W m⁻², approximately double the 50 W m⁻² flux of the rest of the body (DuBois et al., 1990). In moderate environmental conditions, the average temperatures of peripheral tissues are 2–4°C lower than core temperature (Lenhardt and Sessler, 2006). Facial skin temperature in an adult can vary considerably by anatomic region, with the nasolabial and perioral areas (those areas most frequently covered by PFMs) having been reported as having the highest baseline facial temperatures in young adults (34.6 ± 1.7, 34.1°C ± 1.7) and older adults (35.3 ± 1.4, 35.2°C ± 1.3) (Marrakchi and Maibach, 2007). Body temperatures are regulated, in large measure, by the exchange of heat through the body’s skin where radiation, convection, and evaporative processes occur, as described earlier. Obviously, in the facial region, these processes can only occur to their optimal extent with adequate facial skin exposure to the ambient environment, a situation that is impeded by the barrier effect of PFMs (Hanson, 1999). PFM facepiece materials and design significantly impact overall comfort (Caretti and Coyne, 2008) and EAPRs, with their larger non-breathable sealing areas, are likely to have a greater impact on facial skin temperature than the more permeable FFRs and FMs. In addition to the barrier effect, the venous flow from the head and face to the cranial cavity that plays a role in brain cooling (Cabanac and Caputa, 1979) could theoretically be compromised by pressure from the straps and head harness of tight-fitting PFs (i.e. EAPRs). It has been posited that the discomfort of respirator wear is related to elevations in facial skin temperature (DuBois et al., 1990). Multiple studies have reported on the impact of PFMs upon facial skin temperature, but most do not report concurrent core temperatures that would assist in clarifying the central versus peripheral impact of PFM use upon body temperature. The contribution of facial skin temperature upon EAPR comfort parameters at 25°C ambient temperature is found in a formula derived by linear regression analysis of data from multiple studies (Caretti and Coyne, 2008):

\[
\text{Comfort} \leq 25 = 0.59 + (0.06 \times \text{TS}_{\text{face}}) \\
+ (0.20 \times \text{facepiece}) + (0.29 \times \text{nose cup}) \\
+ (0.25 \times \text{harness}) + (0.22 \times \text{breathing}),
\]

where \(\text{TS}_{\text{face}}\) = thermal sensation of the face, facepiece is a subjective rating of facepiece comfort (unit less), nose cup is subjective rating of nose cup comfort (unit less), harness is head harness comfort rating (unit less), and breathing is breathing comfort score (unit less).

At >25°C, the formula is: Comfort >25 = 0.40 + (0.12 \times \text{TS}_{\text{face}}) + (0.17 \times \text{facepiece}) + (0.32 \times \text{nose cup}) + (0.17 \times \text{harness}) + (0.36 \times \text{breathing}).

At ambient temperatures of 18.9–25.5°C and 49–63% RH, skin temperatures at the tip of the nose and at the chin increased 3.7–7.3 and 2.6–3.6°C, respectively, during sedentary activity while wearing surgical masks over a 15-min period (Enerson et al., 1967). Laird et al. (2002) reported that wearing a filter-type respirator during the last 15 min of a 30-min laboratory study at a low work rate (50 W) resulted in a 1.9°C increase in upper lip temperature, but had no effect on cheek temperatures not covered by the respirator. The second portion of that study, a simulated work environment at ambient temperatures of 17–24°C and 60–80% RH, led to increases in upper lip temperature of 0.5–2.4°C, but again had no effect on cheek temperatures measured outside the respirator. Johnson et al. (1997) noted that, at ambient conditions of 35°C and 90% RH, and sedentary activity for 90 min, skin temperature under a full facepiece APR rose by 2°C. Over a 30-min period at ambient temperatures of 21–26°C, skin temperatures taken
under rubber EAPRs and dust-mist fiber masks (a type of FFR in common use before 1995) rose 1.5 and 1.1°C, respectively, above baseline values (DuBois et al., 1990). From a subjective perception, PFM-related upper lip temperatures >34°C elicited sensations of warmth (and associated discomfort), whereas those below this level were sensed as cool-to-neutral (Gwosdow et al., 1989; DuBois et al., 1990), despite the fact that these temperatures are within the realm of normal facial temperatures. However, consideration must be given to the 90–100% RH levels attained in PFM that result in a PFM microenvironment heat index (combination of temperature and humidity effects) that may be quite high. For example, at air temperature of 34°C and 95% RH (e.g. equivalent to expired air under normal conditions), the PFM microenvironment heat index could be 62°C on exhalation, though it would subsequently be diminished variably by the admixture of inhaled ambient air.

Studies documenting the effect of PFMs upon facial skin and core temperatures concurrently are rare. Following 3 series of 15-min stepping exercises interspersed with 5-min rest periods at ambient temperature of 28°C and 60% RH, cheek temperatures under N95 FFR and N95 FFR-EV rose ~2.0 and 1.5°C, respectively, with concomitant increases in rectal temperature ranging from ~0.6 to 1.1°C and tympanic temperature increases from 0.3 to 1.3°C, but the subjects were wearing protective clothing ensembles (Gore-Tex) that could have added to the heat load (Hayashi and Tokura, 2004). It is perhaps not surprising that increases in temperature of skin under PFMs would not have a dramatic impact on core temperature given that PFMs cover a portion of the face that accounts for only 1–2% of body surface area, so that the amount of heat transfer to the core from this heated facial skin should only approximate similar percentages (McCaffrey et al., 1975). Importantly, tympanic temperature measurements cannot be relied upon as accurate indicators of central blood temperature because they are susceptible to modification by the local environment such as when localized regions of heating are present on the face (e.g. when wearing PFMs) (McCaffrey et al., 1975) or when the face is cooled (Shiraki et al., 1988). Thus, all forms of negative pressure PFMs elevate the underlying skin temperature to variable degree based upon the PFM type, fit (gaps in the seal might allow for more cooling), composite materials (e.g. silicone, polypropylene fibers, etc.), work rate, ambient conditions, and duration of use. However, this effect is noted only for skin covered by the PFM and does not seemingly impact the facial skin that is not covered; uncovered facial skin mean temperature is a linear function of ambient temperature (Nielsen et al., 1987a). Conversely, PAPR have been shown to actually decrease core temperature due to the cooling effects of their fan-supplied air (Caretti and Gardner, 2003). The limited currently available data do not allow for determination of any distinct correlation between elevated facial skin temperature underneath PFMs and concurrent core temperature, but the small area of the face covered by PFMs suggests that its contribution to core temperature would not be excessive, but may have a significant impact on the perception of thermal comfort.

**PFM dead space heat and humidity**

Facial skin temperatures are impacted by the temperature and humidity of the surrounding air under normal conditions (Nielsen et al., 1987b). When ambient temperatures are lower than facial skin temperature, radiation is the main source of heat loss. In hot conditions, especially combined with significant physical activity, when temperatures approach or exceed body temperature, evaporative cooling (sweat evaporation) becomes a dominant heat exchange mechanism (Hanson, 1999). Wearing PFMs creates a microenvironment (i.e. PFM dead space) that then becomes the wearer’s breathing environment. This microenvironment has a significant impact on heat exchange processes of the facial skin. PFM microenvironment temperature has been considered a key parameter indicating thermal stress (Li et al., 2005). In ambient conditions of high temperatures, the dissipation of heat from the PFM dead space can be negatively impacted due to a decreased temperature gradient between the ambient environment and the PFM microenvironment (Li et al., 2005). The PFM dead space ‘effective temperature’ (a single quantitative index of environmental discomfort that incorporates air temperature and humidity) can be quite high. The relatively high heat and humidity of the expired air can cause moisture to condense on the outer surface of the FFR due to the temperature difference between the FFR and the environment (Li et al., 2006). This phenomenon can negatively impact the vapor and air permeability of the FFR, which consequently impairs respiratory heat loss and imposes an increased heat burden. Consideration must also be given to the amount of sweat formed within the dead space of PFMs. Sweat rates for the head, face, and neck averaged 0.203 gm⁻¹ min⁻¹ sedentary while wearing a full facepiece APR in a warm humid environment (35°C, 90% RH) over 90 min, but most of the sweat came from the neck. It was estimated that 7.5 gm h⁻¹ of sweat could accumulate in the respirator (Johnson et al., 1997). At wet bulb globe
temperature of 19.3°C and moderate treadmill exercise at 75% maximum heart rate while wearing a full facepiece EAPR, facial sweat was 1.05 g min⁻¹ (Caretti and Gardner, 1999). Increased retention of water vapor and sweat within PFMs has other important ramifications in addition to effects on comfort because it can affect the facial seal of the PFMs (Caretti and Gardner, 1999), potentially increase the breathing resistance (Roberge et al., 2010a), and theoretically increase the risk of transmission of infectious agents to the wearer via a wicking mechanism (Yi et al., 2005). However, recent studies have demonstrated that, over the course of 1 h of low work rate exercise, FFR with and without an exhalation valve and EAPR with an exhalation valve retained very little moisture, which was attributed to the use of hydrophobic fibers (i.e. polypropylene) and exhalation valves, as well as the use of low work rates in some studies (Roberge et al., 2010b,c,d). Thus, at low-to-moderate work rates, the microenvironment of PFMs develops mild-to-moderate increases in temperature with concurrent high humidity levels that increase the effective temperature to uncomfortable levels, impact comfort and tolerance, and potentially reduce respiratory heat exchange.

Psychophysiological heat responses

The face is relatively uniform in its sensitivity to warming when compared to the mouth (Green and Gelhard, 1987), but the area of the face that is covered by PFMs is very thermosensitive (Laird et al., 1999). This may be possibly due to a higher facial thermoreceptor density, as has been demonstrated in animals (Cheung, 2010). The microenvironment air temperature increases the temperature of facial skin covered by PFMs that, in turn, significantly influences thermal sensations of the whole body, a phenomenon that may have a neurological component that has been explained as being due to the possibility that afferent impulses from the face to the central nervous system may be weighted more than those from other areas (Nielsen et al., 1987b). Also, the impairment of heat exchange in the facial and head regions may have a more profound impact given the fact that these areas are so critical for thermal regulation (James et al., 1984). The highly thermosensitive nature of the face is exemplified by the fact that cooling of the face is two to five times more effective at suppressing sweating and thermal discomfort than cooling an equivalent dermal area elsewhere on the body (Cotter and Taylor, 2005).

Purely psychological phenomena can indirectly impact the thermal load associated with PFM use. Individuals with underlying anxiety disorders (e.g. panic attacks) are at risk of provoking same when wearing PFMs. The respiratory subtype of panic disorder displays prominent respiratory symptomatology during panic attacks that is probably linked to a false suffocation alarm in the central nervous system (Freire et al., 2010). Individuals with panic disorder are deemed to be very sensitive to increases in CO₂ levels in the body and PFM use is associated with retention of CO₂ in some individuals (Roberge et al., 2010c,d) that could potentially serve as a trigger to a panic attack (Morgan, 1983). Indeed, single breath 35% CO₂ inhalation is a standard provocation test for panic disorder (Valenza et al., 2002). Wearing PFM (e.g. gas masks) can cause claustrophobic sensations and has been used as a provocative maneuver in mild-to-moderate cases of claustrophobia (Rachman, 1993; Radomsky et al., 2001). The usual response to the onset of a panic attack or claustrophobic reaction, irrespective of the triggering event, is a sympathomimetic one brought about by the release of neurotransmitters (e.g. catecholamines such as adrenalin and noradrenalin). Release of these neurotransmitters results in increased metabolic activity manifested physically as elevated heart rate and respiratory rate, palpitations, elevated blood pressure, etc., the so-called ‘fight or flight’ phenomenon. An associated sensation of warmth in these events may be due to actual increases in body temperature brought about by the increase in metabolic activity, by neurosensory phenomena (flushing of the skin), increased respiratory effort associated with overcoming perceived increases in PFM-related breathing resistance, or by increased sweating in the PFM microenvironment brought about by psychological stress that could increase the effective temperature of that area of the face. It may be that, in temperate environments, some (possibly significant) portion of the sensation of excess heat and warmth associated with the use of PFMs has a psychological basis given that the PFM metabolic and facial heat contributions themselves are not excessive. Much of the available research supports the notion that the primary thermal effect of wearing a respirator is subjective discomfort (Caretti and Coyne, 2008). Conversely, increased body temperature associated with thermal stress can itself lead to decrements in psychomotor performance in those with no recognized psychopathology (Morgan, 1983). The psychology of PFM use has received some limited investigation in the past and would benefit from significantly more study.

Potential mitigation strategies for protective facemask-associated heat retention

Mitigation of PFM-associated heat is desirable for comfort that results in greater PFM tolerance and ultimately translates to greater protection for the wearer.
Some strategies aimed at decreasing the heat burden attributed to PFMs could be explored, including (but not limited to):

(i) ‘Promotion of nasal breathing when wearing PFMs’—Because nasal breathing likely results in less heat and humidity retained in the microclimate of PFMs and may have favorable effects on cooling of some brain structures, it may be desirable from a thermal perspective to promote nasal breathing through the education of wearers of PFMs. This would be feasible only for low-to-moderate work rates, as higher energy expenditures cause a switch to oronasal breathing (Harber et al., 1997).

(ii) ‘Investigation of the effect(s) of pre-use refrigeration of PFMs on facial and body temperatures’—It has been anecdotally mentioned that cooling of EAPR might be a simple method of decreasing the impact of heat on wear (Laird et al., 2002). Although silicon and rubber used to construct the body of EAPR could be cooled in such a manner, research exists neither on the length of duration of the cooling effects nor on the impact of cooling on the fit of the PFMs. Future research could be directed toward identifying PFM-compatible materials with cooling-retention features, especially in light of the fact that facial cooling is two to five times as effective at reducing thermal discomfort than equivalent areas of the skin in other body regions (Cotter and Taylor, 2005).

(iii) ‘Use of exhalation valves’—PFMs with exhalation valves are touted as increasing wearer comfort through facilitated dispersal of PFM dead space heat and humidity to the environment. However, at the low and moderate work rates that most current workers experience (Meyer et al., 1997; Harber et al., 2009), the benefits of exhalation valves (in FFR) may not be realized because the development of the requisite streamlined air currents to activate the valve may not occur (Roberge et al., 2010c,d) as it does with EAPR. Improvements in design and function could potentially lead to exhalation valves that function with lesser airflow gradients that might afford greater heat and humidity losses at lower energy expenditures.

(iv) ‘Investigate the breathability of PFM filtration materials’—While there is likely a tradeoff between breathability (vapor and air permeability) and PFM filtration efficiency (that is critical to reducing the risk of exposure to harmful particles and infectious agents), it would be of importance to fully investigate the material properties of PFMs to ensure optimal breathability that could lead to subsequent lowering of PFM dead space humidity levels that impact comfort and tolerance. For example, nanofibers offer filtration efficiency with a concomitant decrease in breathing resistance over that noted with other meltblown and spunbonded filter materials (Qion and Wang, 2006; Lee and Obendorf, 2007).

(v) ‘Development of PFMs with miniaturized battery-powered fans’—Fan-derived air currents, as exemplified by PAPRs and surgical hoods, cool the head and facial regions and the inhaled air resulting in minimal increase or a decrease in body temperature (Caretti and Gardner, 2003). Miniaturized (8 × 8 × 3 mm) battery powered fans currently exist for cooling various small electronic appliances (e.g. smart phones, GPS modules, etc.) and could potentially be adapted to PFMs (http://www.sunonamerica.com/pdf/mm_fan_catalog.pdf). One such model currently on the market, the BL-50 from Koken, Ltd. (Tokyo, Japan), is a half-mask that contains a battery-powered integral blower triggered by inhalation and used to maintain constant pressure within the facepiece (Richardson and Hofacre, 2008). In addition to cooling the face, the development of positive pressure by integral fans could serve to enhance respiratory protection by preventing ingress of harmful particles or organisms into the PFM.

(vi) ‘PFM dead space parameters’—Re-breathing of retained warm expired air within the dead space of PFMs increases facial heat discomfort. Some styles of PFM (e.g. cup shaped and duckbill FFR and FM) have larger dead spaces and can thus result in greater volumes of retained warmed air than other styles (e.g. flat fold and pleated FFR and FM). A recent study of a cohort of HCWs using PFM reported that 81% of HCWs interviewed used either a cup-shaped or duckbill N95 FFR and that 56% of all interviewees indicated that they experienced increased facial heat ‘most or all of the time’ (Baig et al., 2010). Therefore, it would be important to study the impact of various styles of PFMs on facial heat in order to determine those styles with lower associated increases in facial heat.

(vii) Anxiety-related perceptions of PFM-associated heat—The retention of CO2 with the use of PFMs is a possibility (Roberge et al., 2010d), and panic disorder can be triggered by elevated CO2 levels. Some of the symptoms of panic disorder include hot flashes and sweating.
Response to the 35% single breath CO₂ inhalation provocation test is quite specific for panic disorder and is routinely utilized for this diagnosis. Individuals who demonstrate intolerance to PFMs could undergo non-invasive transcutaneous CO₂ monitoring and a CO₂ provocation test to assist in determining if CO₂ retention is the source of their symptoms.

The large number of PFM users (private industry, HCWs, the public) and the increased use of PFMs in certain scenarios (e.g. infectious agent outbreaks, environmental disaster remediation efforts, etc.) should make PFM-related effects on thermoregulation a major focus for researchers and should serve as a significant impetus for additional investigation. Intolerance to the thermal effects of PFMs leads to decreased use and concomitant decreased protection for the user.

**FUNDING**

National Personal Protective Technology Laboratory internal operating funds.

**Acknowledgements**—The authors thank Jay Parker, MS, William Newcomb, Dr W. Jon Williams, and Dr Ronald Shaffer for their manuscript review and insightful comments.

**Disclaimer**—The findings and conclusions in this report are those of the author(s) and do not necessarily represent the views and/or policy of the National Personal Protective Technology Laborator y (NPPTEL) internal operating funds.

**REFERENCES**


Response to the 35% single breath CO₂ inhalation provocation test is quite specific for panic disorder and is routinely utilized for this diagnosis. Individuals who demonstrate intolerance to PFMs could undergo non-invasive transcutaneous CO₂ monitoring and a CO₂ provocation test to assist in determining if CO₂ retention is the source of their symptoms.

The large number of PFM users (private industry, HCWs, the public) and the increased use of PFMs in certain scenarios (e.g. infectious agent outbreaks, environmental disaster remediation efforts, etc.) should make PFM-related effects on thermoregulation a major focus for researchers and should serve as a significant impetus for additional investigation. Intolerance to the thermal effects of PFMs leads to decreased use and concomitant decreased protection for the user.

**FUNDING**

National Personal Protective Technology Laboratory internal operating funds.

**Acknowledgements**—The authors thank Jay Parker, MS, William Newcomb, Dr W. Jon Williams, and Dr Ronald Shaffer for their manuscript review and insightful comments.

**Disclaimer**—The findings and conclusions in this report are those of the author(s) and do not necessarily represent the views of the National Institute for Occupational Safety and Health.


Nielsen R, Berglund LG, Gwosdow AR et al. (1987a) Thermal sensation of the body as influenced by the thermal microclimate in a face mask. Ergonomics; 30: 1689–703.


Roberge RJ, Coca A, Williams WJ et al. (2010c) Physiological impact of the N95 filtering facepiece respirator on healthcare workers. Respir Care; 55: 569–77.


Amygdala Responsivity to High-Level Social Information from Unseen Faces

Jonathan B. Freeman,1,2 Ryan M. Stolier,1,2 Zachary A. Ingbretsen,2,3 and Eric A. Hehman1,2

Previous research shows that the amygdala automatically responds to a face’s trustworthiness when a face is clearly visible. However, it is unclear whether the amygdala could evaluate such high-level facial information without a face being consciously perceived. Using a backward masking paradigm, we demonstrate in two functional neuroimaging experiments that the human amygdala is sensitive to subliminal variation in facial trustworthiness. Regions in the amygdala tracked how untrustworthy a face appeared (i.e., negative-linear responses) as well as the overall strength of a face’s trustworthiness signal (i.e., nonlinear responses), despite faces not being subjectively seen. This tracking was robust across blocked and event-related designs and both real and computer-generated faces. The findings demonstrate that the amygdala can be influenced by even high-level facial information before that information is consciously perceived, suggesting that the amygdala’s processing of social cues in the absence of awareness may be more extensive than previously described.

Key words: amygdala; backward masking; face; fMRI; social cues

Introduction

With only a glance, humans instantly form impressions of another’s face. Such impressions occur spontaneously and are often beyond our conscious control (Zebrowitz and Montepare, 2008). They help us distinguish friend from foe, or those whom we should trust from those of whom we should be wary. Indeed, a mere 50 ms exposure to a face permits trait inferences that are highly correlated among multiple perceivers, indicating that facial cues provide reliable signals about another’s underlying disposition (Bar et al., 2006; Willis and Todorov, 2006).

Previous behavioral studies suggest that face-based evaluations are underpinned by two fundamental dimensions, trustworthiness and dominance (Oosterhof and Todorov, 2008). Facial trustworthiness in particular accounts for the bulk of variance in social evaluation (Oosterhof and Todorov, 2008), and recent behavioral studies have provided preliminary evidence that individuals might be sensitive to trustworthiness without perceptual awareness (Todorov et al., 2009; Stewart et al., 2012). However, the neural basis of evaluating high-level social information such as trustworthiness remains unexplored.

Evaluations of trustworthiness reflect more general face valence and show correlated activity in the amygdala (Winston et al., 2002; Engell et al., 2007), a subcortical region involved in processing the affective significance of social stimuli and important for a variety of social and emotional behaviors (Phelps and LeDoux, 2005; Adolphs, 2010). Consistent with the sensitivity of the amygdala to negative, threat-related stimuli, initial studies reported linear effects, with amygdala activation increasing for faces appearing less trustworthy (Winston et al., 2002; Engell et al., 2007). This effect held true regardless of task demands (Engell et al., 2007; Todorov and Engell, 2008; Todorov et al., 2011), suggesting that the amygdala may code trustworthiness implicitly when a face is clearly visible. More recent studies have reported quadratic effects, with amygdala activation increasing for faces appearing either more or less trustworthy, relative to neutral (Said et al., 2010; Todorov et al., 2011)), potentially reflecting the coding of the salience or motivational relevance of a stimulus derived from a face’s trustworthiness (Todorov et al., 2013). A recent meta-analysis found that both linear and nonlinear responses to trustworthiness coexist in different amygdala subregions (Mende-Siedlecki et al., 2013). However, it is currently unknown whether the amygdala is sensitive to trustworthiness before a face can reach perceptual awareness.

Just as the detection of threat-relevant stimuli by the amygdala is functionally adaptive (Öhman, 2005), so too might be its evaluation of a face’s trustworthiness. Indeed, a large percentage of death throughout human history is a result of tribal conflicts and coalitional aggression, estimated to have had a substantial impact on human evolution (Chagnon, 1988). Thus, automatic evaluation of another’s likelihood to harm or help via facial trustworthiness would facilitate survival and resource maintenance (McDonald et al., 2012). By facilitating the coding of another’s trustworthiness before awareness, the amygdala could modulate cortical processes and motivate appropriate behavioral responses. Here, we describe two functional neuroimaging experiments designed to test whether the amygdala can respond to a
face’s trustworthiness without perceptual awareness and to characterize the nature of this responsivity.

Materials and Methods

In Experiment 1, whole-brain fMRI data were collected during a backward masking paradigm involving three levels of masked facial trustworthiness (low, average, high), adapted from previous studies using a blocked design to maximize statistical power (Whalen et al., 1998; Kim et al., 2010). In Experiment 2, we extended the backward masking paradigm to a rapid event-related design that allowed us to test amygdala responsivity to a wider and fully continuous range of facial trustworthiness, and to directly compare neural activity between subliminal and supraliminal presentations.

Subjects. Twenty-one volunteers (16 females) between the ages of 18 and 22 years [mean (M) = 18.75 years] participated in Experiment 1, and 16 volunteers (12 females) between the ages of 18 and 35 years (M = 21.80 years) participated in Experiment 2. Two subjects in Experiment 1 and one subject in Experiment 2 were excluded because of reported awareness of the subliminal stimuli. All subjects in Experiments 1 and 2 were right-handed, native English speakers, and had normal or corrected-to-normal vision and no history of neurological disorders or use of psychoactive medications. They received partial course credit or monetary compensation.

Face stimuli. In a pretest, raters (N = 10) judged the trustworthiness of 300 neutral-affect, male and female faces from the Glasgow Unfamiliar Face Database (GUFD; Burton et al., 2010), normalized for size and luminance, in randomized order on a 7-point Likert scale. Judgments were highly consistent across the raters (intraclass correlation coefficient = 0.912). For computer-generated targets, we used well-validated faces developed by previous research using 3D face modeling to generate faces varying in trustworthiness (Oosterhof and Todorov, 2008). There were 24 computer-generated faces in each of the 3 conditions (low, average, high), corresponding to −2 SD (low), M (average), and +2 SD (high) of the trustworthiness dimension developed in previous work (Oosterhof and Todorov, 2008). All facial targets in Experiments 1 and 2 were emotionally neutral. See Figure 1 for task design and sample stimuli.

In Experiment 1, half of the functional runs presented real facial targets from the GUFD, whereas the other half of functional runs presented computer-generated facial targets. For real targets, the pretest ratings were used to create 3 conditions: 24 low-trustworthy (M = 2.74, SE = 0.20), 24 average-trustworthy (M = 3.76, SE = 0.22), and 24 high-trustworthy (M = 4.67, SE = 0.21) faces. A mean rating per face, averaged across pretest raters, was computed. Low-trustworthy faces were rated as significantly less trustworthy than average-trustworthy faces (t(16) = 23.02, p < 0.0001), which were rated significantly less trustworthy than high-trustworthy faces (t(16) = 19.02, p < 0.0001). In Experiment 2, a total of 160 real male and female faces were used as the target stimuli, which were sampled evenly across the total distribution of 300 real faces varying in trustworthiness from Experiment 1 (stimuli from the GUFD).

In functional runs involving real faces, neutral-affect Ekman faces were used as mask stimuli. In functional runs involving computer-generated faces, separate computer-generated faces that were neutral-affect, invariant on trustworthiness, and developed by the same previous research as the target stimuli were used as mask stimuli.

Design of Experiment 1. Experiment 1 used a backward masking paradigm involving 3 levels of masked facial trustworthiness (low, average, high), adapted from previous backward-masking studies using a blocked design to maximize statistical power (Whalen et al., 1998; Kim et al., 2010). During fMRI, subjects viewed blocks of either low-, average-, or high-trustworthy facial targets that were masked by neutral face presentations. The targets in half of the functional scan runs were real faces from the GUFD, described above, which were prerated on trustworthiness, obtained using the same camera and lighting, and not differing in low-level visual properties. Targets in the other half of the scan runs were computer-generated faces developed in previous studies using statistical face modeling to convey either low, average, or high trustworthiness (Oosterhof and Todorov, 2008). The computer-generated faces varied only in trustworthiness cues; all other perceptual information was controlled.

In the scanner, subjects passively viewed blocks of the target stimuli and masks across 10 functional runs. The first five runs consisted of real facial targets, and the last five runs consisted of computer-generated facial targets. During each run, subjects viewed 9 blocks. The order of block sequences was counterbalanced across subjects. Target trustworthiness varied between blocks, with 3 blocks per trustworthiness condition (low, average, and high trustworthiness). Each block consisted of 24 target faces unique to that block, whose order was randomized within the block. Five masks were randomly paired with targets per block. The targets were each centered on a black background in isolation for a duration of 33 ms. A neutral face mask then immediately replaced the prime for 167 ms, after which an interstimulus interval of 300 ms (fixation cross) ensued (Fig. 1). To maintain subjects’ visual attention, subjects participated in a 1-back task in which they were asked to press a button if the same face (mask) was presented twice. The blocks were interleaved by 12 s fixation-cross baseline blocks in each run. Following the last block, a 10 s fixation-cross period completed the run.

Analysis of Experiment 1. Individual subjects’ BOLD signals in Experiment 1 were modeled using a general linear model (GLM) with 6 predictors: 3 (low-trustworthy, average-trustworthy, and high-trustworthy faces) × 2 (real faces, computer-generated faces). All predictors were modeled as boxcar functions across block durations and convolved with a two-gamma hemodynamic response function (HRF). First-level GLM analyses conducted on individual subjects’ BOLD responses were submitted to a second-level random-effects analysis, treating subjects as a random factor.

Given an a priori hypothesis of amygdala involvement, we defined an anatomical region of interest (ROI) of the bilateral amygdala using the meta-analytic Neurosynth database (Yarkoni et al., 2011) as 10 mm spheres centered on [±18, −6, −11]. Parameter estimates (β values)
were extracted from the bilateral amygdala ROI and submitted to a 3 (trustworthiness: low, average, high trustworthiness) × 2 (stimulus type: real, computer-generated) repeated-measures ANOVA. To further explore any additional effects of trustworthiness, we conducted random-effects analyses within a mask of the bilateral amygdala. Multiple statistical testing of voxels was corrected (false-positive rate \( p < 0.05 \)) using a voxelwise threshold of \( p < 0.05 \) and a minimum cluster-size extent (\( k \)) of 421 mm\(^3\). The minimum cluster-size extent needed to maintain an experiment-wide \( \alpha \) of 0.05 was empirically determined by a Monte Carlo simulation, accounting for spatial correlations between neighboring voxels (Forman et al., 1995).

**Design of Experiment 2.** In Experiment 2, we extended the backward masking paradigm to a rapid event-related design that allowed us to test amygdala responsivity to a wider and fully continuous range of facial trustworthiness, and to directly compare neural activity between subliminal and supraliminal presentations. During fMRI, subjects took part in a modified event-related version of the backward masking paradigm using a considerably larger set of 160 target faces. Targets’ trustworthiness varied trial-by-trial (each 2000 ms) under both subliminal and supraliminal conditions. Trustworthiness ratings were obtained for all faces postscan. Subjects passively viewed the target stimuli and neutral Ekman face masks across 4 functional runs. The first 2 runs presented targets subliminally, similar to Experiment 1. Targets were centered on a black background for 33 ms, which was immediately replaced by a neutral Ekman face mask for 167 ms. The mask was then followed by a fixation cross for 300 ms (Fig. 1). This 500 ms sequence repeated 4 consecutive times to maximize BOLD sensitivity to the targets and cover the length of a single TR (2000 ms). The second 2 runs involved supraliminal presentations, wherein the target faces and masks were reversed. Thus, a neutral Ekman face was centered on a black background for 33 ms, to be immediately followed by a target face for 167 ms and finally a 300 ms fixation cross. Like the first 2 subliminal runs, this sequence repeated 4 consecutive times (2000 ms). The design therefore ensured that visual information was identical across the subliminal versus supraliminal conditions. We refer to a single 2000 ms sequence as a “subliminal event” or “supraliminal event,” respectively.

Of the total 160 faces used, two sets of 80 faces with matched trustworthiness distributions were then created. Each set was divided into 4 levels of 20 faces (low, medium-low, medium-high, high) to generate a number of presentation orders within a run that maximized statistical power for detecting parametric effects (i.e., to spread the trustworthiness variability across the run). For the first subliminal run, the 80 faces from one of the two sets (each face repeated twice) and an additional 20 baseline events (2000 ms of fixation cross) were used; for the second subliminal run, the 80 faces of the remaining set (each face repeated twice) and an additional 20 baseline events were used. The 2 supraliminal runs were identical to the 2 subliminal runs described, except that the target and mask stimuli were reversed. All events within runs were sequenced in a manner to optimize the efficiency of event-related BOLD signal estimation (Dale, 1999). Which face set was presented first versus second and the presentation order within runs were counterbalanced across subjects. A 6 s fixation-cross period divided the first and second half of each run (serving as a break), and another 6 s fixation-cross period completed each run. Note that it was not possible to counterbalance the order of subliminal versus supraliminal runs, as having supraliminal runs precede subliminal runs would heighten subjects’ awareness of the target stimuli before their subliminal presentation.

After the scan, subjects were presented with each of the target faces one at a time in randomized order and rated their trustworthiness from 1 (“not at all”) to 7 (“very much”) using the keyboard. These ratings were used on a subject-by-subject, face-by-face basis to model BOLD responses.

**Analysis of Experiment 2.** In Experiment 2, subjects’ postscantrustworthiness ratings were z-normalized. Individual subjects’ BOLD signals were modeled using a GLM with 6 total predictors: 2 dichotomous predictors for modeling the presentation of subliminal and supraliminal events, 2 parametric predictors modeling the subject’s trustworthiness rating of the target for subliminal and supraliminal events (linear effects), and 2 parametric predictors modeling the square of a subject’s trustworthiness rating of the target for subliminal and supraliminal events (quadratic effects). All predictors were modeled as boxcar functions (the amplitude of which was parametrically varied, for parametric predictors) and convolved with a two-gamma HRF. First-level GLM analyses conducted on individual subjects’ fMRI signal were submitted to a second-level random-effects analysis, treating subjects as a random factor.

Using the anatomical ROI of the bilateral amygdala (see details in Analysis of Experiment 1), \( \beta \) values were extracted to test for linear and quadratic trustworthiness effects. To identify clusters of activation within the amygdala exhibiting significant parametric effects, we conducted random-effects parametric analyses using a restricted mask of the bilateral amygdala. We controlled for multiple statistical testing of voxels within the bilateral amygdala mask (false-positive rate \( p < 0.05 \)) using the same correction technique as in Experiment 1.

To better specify the nature of the quadratic modulation in the amygdala, \( \beta \) values associated with the individual 160 face stimuli were extracted for each subject. These were submitted to polynomial regression analysis using a multilevel generalized estimating equation (GEE) approach that can incorporate such nested, trial-by-trial data while accounting for the intracorrelations due to repeated measurements (Zeger and Liang, 1986). In our case, this included intracorrelations associated with individual subjects and with individual face stimuli. Separately for the left and right amygdala, \( \beta \) values associated with the 160 targets were regressed onto linear and quadratic components of subjects’ postscan trustworthiness ratings.

**Postscan discrimination tasks.** To provide an objective measure of awareness in Experiments 1 and 2, we used postscan discrimination tasks. While still in the scanner, subjects were presented with facial targets one at a time in randomized order using a procedure virtually identical to the one used in the main fMRI tasks. Before starting the discrimination task, subjects were informed of target face presentations occurring before the masks, and were asked to decide their gender. The accuracy of gender categorizations served as the measure of objective awareness. Each trial began with a 500 ms fixation cross, followed by the target face. After 33 ms, the target was immediately replaced by the mask for 167 ms. In the Experiment 1 discrimination task, the mask was followed by a prompt for gender categorization (male or female?). In the Experiment 2 discrimination task, the fixation cross, target face, and mask repeated four consecutive times (as was done in the Experiment 2 fMRI task) before the categorization prompt appeared. Subjects were instructed to categorize the gender of the target as quickly and accurately as possible using a button press; they were given unlimited time to make their response. Differing from the main fMRI tasks, trials were self-paced. Subjects completed several practice trials before starting the task. In the Experiment 1 discrimination task, subjects completed 144 trials (72 real face targets and 72 computer-generated face targets). Because Experiment 1 involved 4 male targets and 4 female targets, we used a representative half of the faces used in the main fMRI task in addition to an equal number of filler female faces matched for visual properties. In the Experiment 2 discrimination task, subjects completed 160 trials (the 160 real faces—half male, half female—used in the main fMRI task). The same Ekman and computer-generated mask stimuli were used for real and computer-generated face targets, respectively.

**Discrimination of facial trustworthiness.** Although our postscan discrimination tasks in Experiments 1 and 2 assessed perceptions of gender to ensure a lack of discriminability for masked targets’ facial characteristics in general, trustworthiness could potentially have remained discriminable despite gender being indiscriminable with our masking procedure. To alleviate this concern, an additional behavioral experiment was conducted in which 16 volunteers (10 females) between the ages of 18 and 24 years (\( M = 19.19 \) years) participated. The procedure was identical to the postscan discrimination tasks of Experiments 1 and 2, except that participants were prompted to judge the target’s trustworthiness (untrustworthy or trustworthy?) rather than gender. Trials were self-paced and subjects were given unlimited time to make their responses. After completing several practice trials, targets were presented with 211 trials, comprising the 72 non-filler targets used in the Experiment 1 discrimination task and 160 targets used in the Experiment 2
discrimination task (there were 21 targets that overlapped in both experiments, resulting in a total of 211 trials). Following this initial phase of the experiment, subjects viewed all targets again in a new randomized order, one at a time, with unlimited exposure (no masking), and they were asked to judge trustworthiness along a 6-point Likert scale. We used a 6-point rather than a 7-point scale to be able to dichotomize judgments (0–3 = untrustworthy; 4–6 = trustworthy), thereby permitting signal detection analysis and a controlling of response bias.

**fMRI acquisition and preprocessing.** In both experiments, subjects were scanned using a 3T Phillips Interia Achieva Scanner (Phillips Medical Systems) equipped with aSENSE birdcage head coil in the Dartmouth Brain Imaging Center. All stimuli were back-projected onto a screen visible via systems) equipped with a SENSE birdcage head coil in the Dartmouth Brain Imaging Center. All stimuli were back-projected onto a screen visible via a mirror mounted on the MRI head coil (visual angle ~13.5° x 13.5°). Anatomical images were acquired using a T1-weighted protocol (256 x 256 matrix, 128 1.33 mm transverse slices). Functional images were acquired using a single-shot gradient echo EPI sequence (TR = 2000 ms, TE = 35 ms). Thirty-five interleaved oblique-axial slices (3 mm x 3 mm x 4 mm voxels; no slice gap) parallel to the AC-PC line were obtained. Analysis of the imaging data was conducted using BrainVoyagerQX (Brain Innovation). Functional imaging data preprocessing included 3D motion correction, slice-timing correction (sinc interpolation), spatial smoothing using a 3D Gaussian filter (8 mm FWHM), and voxelwise linear detrending and high-pass filtering of frequencies (>3 cycles per time course). Structural and functional data of each subject were transformed to standard Talairach stereotactic space.

**Results**

**Experiment 1**

Experiment 1 presented subjects with subliminally presented faces that varied on three levels of trustworthiness (low, average, high). Subjects were questioned about their subjective awareness of the subliminal stimuli after the scan; two subjects reported subjective awareness and were excluded. Postscan discrimination data from the remaining subjects were analyzed using signal detection analysis to appropriately control for response bias; signal was arbitrarily defined as female. Thus, perceptual discriminability ($d'$) was computed as the percentage of masked female primes that were successfully categorized as female (hits), adjusted for the percentage of male masked primes that were erroneously categorized as female (false alarms): $d' = z$-score (% hits) − $z$-score (% false alarms), with chance performance $= 0 ± 1.74$. No included subject’s discriminability ($d'$) rose significantly above chance (all p values $< 1.74$), and $d'$ overall was quite low ($M = 0.17$, $SE = 0.11$), ensuring that the masked stimuli were below subjects’ awareness.

Given an a priori hypothesis of amygdala responsivity, we examined activation in the bilateral amygdala using anatomically defined, 10 mm spherical ROIs. A repeated-measures ANOVA conducted on parameter estimates ($\beta$ values) extracted from the bilateral amygdala ROI revealed a significant effect of facial trustworthiness, $F_{(2,36)} = 3.80, p = 0.032$. Paired-samples t tests indicated that this effect was driven specifically by low levels of trustworthiness. Low-trustworthy targets elicited stronger activation than average-trustworthy targets ($t_{(18)} = 2.12, p = 0.048$); however, average- and high-trustworthy targets were not distinguished ($t_{(18)} = 0.54, p = 0.593$; Fig. 2B). The main effect of stimulus type (real vs computer-generated; $F_{(1,18)} = 0.40, p = 0.534$) and the interaction ($F_{(2,36)} = 0.33, p = 0.720$) were not significant; further analyses therefore were collapsed across real and computer-generated facial targets. To ensure that any possible weak, albeit nonsignificant, discriminability ($d'$) of the masked stimuli was not driving this effect, subjects’ $d'$ was included as a covariate. However, responsivity in the bilateral amygdala to trustworthiness persisted when controlling for $d'$ ($F_{(2,34)} = 3.477, p = 0.042$), indicating that discriminability had a negligible impact on the effect. Furthermore, the interaction between trustworthiness and $d'$ was not significant ($F_{(2,34)} = 0.069, p = 0.933$), alleviating the concern that any potential visibility confounded the amygdala responses to trustworthiness.

To examine the possibility of additional trustworthiness effects, a random-effects ANOVA tested for clusters of activation that exhibited modulation by trustworthiness using a restricted mask of the bilateral amygdala. This revealed clusters in the right ($x = 22, y = −4, z = −10, 429 mm^3, F = 4.11$) and left ($x = −21, y = −9, z = −9, 769 mm^3, F = 3.81$) amygdala that showed especially strong responses to low-trustworthy targets ($p < 0.05$, corrected; Fig. 2), corroborating the anatomical ROI analysis.

To specifically identify any amygdala regions that were responsive to both low and high trustworthiness (a nonlinear effect), we conducted a random-effects contrast of $\beta$ values that exhibited modulation by trustworthiness using a restricted mask of the bilateral amygdala. This revealed clusters in the right ($x = 21, y = −12, z = −10, 677 mm^3, F = 2.32$; $p < 0.05$, corrected). The $\beta$ values were extracted from this region, and a within-subject ANOVA contrast [1, −2, 1] confirmed a quadratic response, $F_{(1,18)} = 9.380, p = 0.007$. Planned comparisons indicated that, relative to average-trustworthy faces, both low-trustworthy ($t_{(18)} = 2.70, p = 0.015$) and high-trustworthy ($t_{(18)} = 2.11, p = 0.049$) faces more strongly engaged this region (one-tailed tests for directional hypothesis; Fig. 3). Similar to the negative-linear effect in the bilateral amygdala, the
Drevets and Raichle, 1998 suggests that cognitively demanding tasks (e.g., experimental blocks involved a 1-back task used to maintain sub-required high-level cognitive processing. Specifically, because deactivations of the amygdala commonly observed in tasks to trustworthiness during supraliminal presentations to the sub-tend previous reports of linear and nonlinear amygdala responses to both low and high trustworthiness. These findings exhibited a nonlinear pattern of response, showing stronger activation for such linear and nonlinear effects of trustworthiness within a mask of the bilateral fusiform cortex; however, no effects were present that survived correction.

Thus, regions in the bilateral amygdala exhibited especially strong activation for low-trustworthy faces when presented subliminally. Moreover, a region of the posterior right amygdala exhibited a nonlinear pattern of response, showing stronger activation to both low and high trustworthiness. These findings extend previous reports of linear and nonlinear amygdala responses to trustworthiness during supraliminal presentations to the subliminal level. Interestingly, amygdala activation was reduced below baseline across the three trustworthiness conditions. This may be because of deactivations of the amygdala commonly observed in tasks required high-level cognitive processing. Specifically, because experimental blocks involved a 1-back task used to maintain subjects’ attention, the demands of the 1-back task may have overall reduced amygdala responses relative to baseline blocks that required the mere passive viewing of a fixation cross. Previous work suggests that cognitively demanding tasks (e.g., n-back tasks) suppress amygdala response to visual stimuli (Drevets and Raichle, 1998), even when those stimuli are task-relevant (Kellermann et al., 2012). Thus, one explanation for reduced amygdala responses during experimental blocks is the additional cognitive demands associated with those blocks. Despite an overall reduced response in the amygdala, however, the primary result and the amygdala’s relative response to subliminal variation in facial trustworthiness is clear.

In Experiment 2, we expanded on these results by testing amygdala responsivity to a full continuum of trustworthiness using a rapid event-related design, and directly comparing with supraliminal presentations.

**Figure 3.** Region of the right amygdala responsive to both low and high levels of trustworthiness. Coronal slice (y = -7) depicting a posterior region of the right amygdala that responded more strongly to low- and high-trustworthy faces than average-trustworthy faces from a random-effects analysis targeting the bilateral amygdala (p < 0.05, corrected). Bar plots depict mean $\beta$ values for the 3 block types. Error bars indicate SEM.

Quadratic effect in this posterior region of the right amygdala remained significant after including $d'$ as a covariate ($F_{(1,17)} = 7.642, p = 0.013$); further, the interaction between trustworthiness and $d'$ was not significant ($F_{(1,17)} = 0.002, p = 0.964$), thus ensuring that any potential visibility did not confound this result.

Given the critical role of the fusiform cortex in face perception (Haxby et al., 2000), exploratory random-effects analyses tested for such linear and nonlinear effects of trustworthiness within a mask of the bilateral fusiform cortex; however, no effects were present that survived correction.

**Experiment 2**

After the scan, one subject reported subjective awareness of the targets and was excluded. As in Experiment 1, postscan forced-choice discrimination data were analyzed using signal detection. No subject’s discriminability ($d'$) rose significantly above chance (all $p$ values $<1.74$), and overall $d'$ was even negative ($M = -0.09, SE = 0.06$), ensuring that the masked stimuli were below subjects’ awareness.

Parametric analyses simultaneously modeled linear and nonlinear (quadratic) predictors based on subjects’ postscan trustworthiness ratings. Activation averaged across the anatomical ROI of the bilateral amygdala was significantly modulated by a quadratic trustworthiness effect ($t_{(14)} = 2.25, p = 0.041$); no linear effect emerged ($t_{(14)} = 0.30, p = 0.769$). To investigate further, a random-effects parametric analysis targeting the bilateral amygdala was probed for clusters exhibiting significant quadratic responses ($p < 0.05$, corrected). This revealed clusters in the left ($x = -22, y = -5, z = -17; k = 2495 \text{ mm}^3; t = 3.64$) and right ($x = 19, y = -6, z = -16; k = 1559 \text{ mm}^3; t = 3.51$) amygdala (Fig. 4, top), consistent with the anatomical ROI analysis. The $\beta$ values were extracted to examine the parametric effects separately for subliminal and supraliminal conditions. The quadratic effect was significant during supraliminal presentations (left: $t_{(14)} = 2.17, p = 0.048$; right: $t_{(14)} = 2.55, p = 0.023$). Critically, it was also significant during subliminal presentations (left: $t_{(14)} = 1.12, p = 0.262$), and thus, parametric analysis testing for significant linear responses revealed no clusters of activation that survived correction. To better specify the nature of the quadratic modulation, an additional model was constructed to extract $\beta$ values uniquely associated with the individual 160 face stimuli. Extracted $\beta$ values were submitted to polynomial regression analyses using a GEE approach that can incorporate such nested, trial-by-trial data while accounting for intracorrelations due to repeated measurements (Zeger and Liang, 1986). In both the left and right amygdala, the linear effect of trustworthiness was not significant (left: $B = 0.010, Z = 0.38, p = 0.705$; right: $B = 0.002, Z = 0.06, p = 0.953$), whereas the quadratic effect was highly significant (left: $B = 0.040, Z = 2.66, p = 0.008$; right: $B = 0.037, Z = 2.44, p = 0.015$). This quadratic effect did not interact with presentation condition (subliminal vs supraliminal; left: $B = 0.0166, Z = 0.61, p = 0.540$; right: $B = 0.0319, Z = 1.12, p = 0.262$), and thus, further analyses collapsed across them. Plotting mean $\beta$ values in the left and right amygdala revealed a U-shaped encoding function. For both supraliminal and subliminal presentations, the amygdala increased in activation as faces approached the low and high ends of the continuum, relative to average faces at the middle (Fig. 4, middle and bottom). As in Experiment 1, $d'$ was included as a covariate to control for any possible influence of weak discriminability of masked stimuli. The quadratic effect remained significant after including $d'$ as a covariate (left: $B = 0.044, Z = 3.51, p = 0.0007$).
found evidence for accurate discrimination of facial emotion as trustworthiness or gender. For instance, one recent study dissociable from the discrimination of facial characteristics such as trustworthiness of masked faces. Indeed, the basic detection of a face is not report any subjective awareness of masked faces, it is possible trustworthiness of masked faces was not discriminable.

Finally, as in Experiment 1, exploratory random-effects analyses tested for any linear and nonlinear responses within a mask of the bilateral fusiform cortex; however, no effects were present that survived correction. Thus, the results of Experiment 2 replicate the nonlinear effects of trustworthiness obtained in previous studies using supraliminal presentations, and show that such effects extend to subliminal exposures outside subjects’ awareness.

We should note that, because the amygdala can exhibit adaptation to emotionally significant stimuli in masking paradigms (Whalen et al., 1998), it is possible that the visible repetition of a small number of Ekman masks in the subliminal condition may have elicited adaptation effects not present in the supraliminal condition (which visibly presented 160 targets without repetition). This may be additionally important because amygdala responses can be shaped by the conjunction of masked and masking stimuli (Kim et al., 2010). However, because the nonlinear amygdala response to trustworthiness was statistically identical across the subliminal and supraliminal conditions, this is unlikely to have been an issue in the present experiment.

**Discrimination of masked trustworthiness**

An additional behavioral experiment was run to ensure that facial trustworthiness in particular was not discriminable from the masking procedure we used (see Materials and Methods). No subject reported subjective awareness of the targets after the experiment. Forced-choice discrimination data (0 = untrustworthy; 1 = trustworthy) were analyzed using signal detection. A face’s “correct” trustworthiness was defined by a subject’s own rating of that specific face following the discrimination task, in which a 6-point Likert scale was used to be able to dichotomize ratings (1–3 = untrustworthy; 4–6 = trustworthy). No subject’s $d’$ rose significantly above chance (all $p$ values < 0.74), and overall $d’$ was quite small ($M = 0.03, SE = 0.06$), ensuring that the trustworthiness of masked faces was not discriminable.

Correspondingly, we should note that although subjects did not report any subjective awareness of masked faces, it is possible a more objective measure of awareness would have shown evidence of subjects detecting some masked stimuli as faces (as opposed to non-faces). Indeed, the basic detection of a face is dissociable from the discrimination of facial characteristics such as trustworthiness or gender. For instance, one recent study found evidence for accurate discrimination of facial emotion despite the facial stimuli being so impoverished they were explicitly categorized as shoes (Seirafi et al., 2013). Nevertheless, what is critical is that facial trustworthiness in particular was not discriminable in the subliminal presentations we used, as indicated by the aforementioned analysis. This specifically shows that the amygdala can track high-level social information from a face (e.g., trustworthiness) without that information being consciously perceived.

**Discussion**

Across two experiments, our findings demonstrate that the human amygdala is automatically responsive to a face’s trustworthiness in the absence of perceptual awareness. The amygdala has been shown to code trustworthiness in an attention-independent fashion when faces are clearly visible (Engell et al., 2007; Todorov et al., 2011). However, the notion that a high-level facial characteristic such as trustworthiness may be assessed before a face is consciously perceived has only been recently suggested by behavioral studies (Todorov et al., 2009;
Stewart et al., 2012), and the role of the amygdala in this process has remained unclear.

The present results are striking in that they raise a conundrum as to how the amygdala could evaluate such complex social information under constricted processing. Researchers have documented amygdala responses to subliminal fear expressions (Whalen et al., 1998), which have been suggested by some to be related to an early threat-detection mechanism driven by a retino-collicular-pulvinar pathway that responds to salient, behaviorally relevant stimuli (Morris et al., 1999; Davis and Whalen, 2001; LeDoux, 2007). However, amygdala responses to subliminal fearful expressions may be driven by simple visual cues such as enlarged eye whites (Whalen et al., 2004). In contrast, the features associated with facial trustworthiness are considerably more complex (Oosterhof and Todorov, 2008), although at extreme levels, they do overlap with emotional expressions of anger and joy (Oosterhof and Todorov, 2009), and some studies have found amygdala activation to masked angry faces (Morris et al., 1998). Nonconscious processing of faces has been reported within ventral temporal cortex alone (Green et al., 2005; Sterzer et al., 2009), where detailed facial information can be extracted (Haxby et al., 2000; Kanwisher and Yovel, 2006). Limited processing via the ventral temporal cortex could potentially drive amygdala activation to subliminal stimuli as well, and thus there are multiple routes through which facial trustworthiness could affect amygdala responsivity without perceptual awareness (Pessoa and Adolphs, 2010; Tamietto and de Gelder, 2010). Such ventral-temporal processing during masked exposures has been shown to exhibit face-specific encoding (Sterzer et al., 2009), which could potentially contribute to amygdala responsivity (Pessoa and Adolphs, 2010; Tamietto and de Gelder, 2010). Indeed, facial trustworthiness is processed extensively by face-specific areas in the ventral-visual stream, such as the fusiform cortex (Said et al., 2010; Mende-Siedlecki et al., 2013; Todorov et al., 2013).

It is also quite possible that both cortically and subcortically driven routes to the amygdala could be involved in the subliminal effects, with the critical question being the degree of cortico-subcortical interaction. In this perspective, it is the feedback loops between subcortical and cortical areas that are thought to be critical for awareness, rather than the involvement of particular brain regions. Thus, masked exposures to facial trustworthiness may have been sufficient to modulate amygdala responses because of enough bottom-up information arriving through feedforward connections (whether they be subcortical or cortical), but not sufficient to engage the more elaborate reentrant cortico-subcortical feedback important for awareness (Williams et al., 2006; Pessoa and Adolphs, 2010). As such, masked trustworthiness could have activated limited processing in any number of regions that possibly contributed to amygdala responses here, but it may not have been able to be consciously perceived due to a lack of cortico-subcortical interaction. Future research could clarify the specific pathways that underlie the amygdala’s tracking of trustworthiness outside awareness.

If, however, ventral-stream face processing participated in the amygdala responsivity here, one would have expected face-processing areas (e.g., fusiform cortex) to be modulated by trustworthiness. In the present experiments, the fusiform cortex was not reliably modulated by trustworthiness, consistent with some previous studies finding robust amygdala effects of trustworthiness without significant fusiform effects (Engell et al., 2007). One possibility is that our current methodological approach was not sensitive enough to detect trustworthiness effects in the fusiform cortex. For instance, because the fusiform cortex is a critical face-processing region, it exhibits particularly strong adaptation to visual facial features (Kanwisher and Yovel, 2006). Because of the nature of our masking procedure and because the target and mask stimuli were both emotionally neutral faces and highly similar, it is possible that fusiform responses were confounded by adaptation effects between target and mask stimuli. If these effects occurred, they would have diminished sensitivity to trustworthiness responses in the fusiform cortex considerably. Future work might therefore consider using different masking techniques to focus on fusiform responsivity. There is also the possibility of a genuine dissociation between amygdala and fusiform modulation by trustworthiness, such that the amygdala exhibits responses to subliminally presented trustworthiness without the fusiform exhibiting such responses. If this were true, however, reliable fusiform modulation would have been observed during the supraliminal condition, which was not the case. Further studies that target fusiform responsivity directly could address these possibilities.

It should also be noted that although trustworthiness is regarded as a fundamental dimension of social evaluation (Oosterhof and Todorov, 2008), clearly, it is composed of lower-level featural dimensions that jointly contribute to its perception. For example, features on an emotionally neutral face exhibiting subtle structural overlap with particular emotion expressions (e.g., anger or joy) contribute to perceived trustworthiness (Said et al., 2009). Complex arrangements of such lower-level facial features together form this fundamental trustworthiness dimension, which is spontaneously perceived on encountering a face and accounts for the majority of variance in social evaluation (Engell et al., 2007; Stewart et al., 2012). Here we show that this dimension can sensitively modulate amygdala responses before reaching awareness.

It is only recently that researchers have begun to examine linear and nonlinear responses to facial trustworthiness in tandem (Said et al., 2010; Todorov et al., 2011; Mende-Siedlecki et al., 2013). In some studies, as in Experiment 1, such effects cohabit within different subregions of the amygdala (Todorov et al., 2013); in other studies, as in Experiment 2, quadratic effects trump linear effects entirely (Said et al., 2010). Work in non-human primates has also converged on the finding of both forms of coding in the amygdala, with one subregion showing linear responses to threatening faces (coding negative valence), and another showing nonlinear responses to both threatening and appealing faces relative to neutral (coding salience; Hoffman et al., 2007). In humans, neuroimaging work more generally has dissociated amygdala subregions coding for the valence versus salience of stimuli in ambiguous learning situations, e.g., a novel social encounter (Whalen, 1998; Kim et al., 2003; Davis et al., 2010). The results of Experiment 1 are thus consistent with this prior research, finding coexisting linear and nonlinear representations; however, Experiment 2 obtained evidence only for a nonlinear representation. Although also consistent with prior work, the difference could be driven by the nature of the blocked versus event-related tasks. Repeated presentations in the blocked design of Experiment 1 were similar to the task design of Kim et al. (2003) and may have induced a task context that increased the importance of tracking valence over salience. Alternatively, the event-related design of Experiment 2 used a wider, continuous range of trustworthiness, which may have increased sensitivity to nonlinear effects (Todorov et al., 2013). Despite these differences between blocked versus event-related presentations, both experiments provide clear support for our primary hypothesis that the
amygdala is automatically responsive to facial trustworthiness without perceptual awareness. Regions in the amygdala track how untrustworthy an unseen face appears as well as the overall strength of the trustworthiness signal. Moreover, this tracking generalizes across real and computer-generated faces, where trustworthiness was both measured and manipulated, respectively.

Whereas the negative-linear effects found here are consistent with the amygdala’s role in vigilance for threats and tracking of valence (Davis and Whalen, 2001; LeDoux, 2007), nonlinear effects are consistent with the amygdala’s processing of salience (Zald, 2003) and motivational relevance (Phelps and LeDoux, 2005; Cunningham et al., 2008; Adolphs, 2010). Faces with stronger cues for untrustworthiness or trustworthiness are more motivationally relevant, as these cues spontaneously elicit approach and avoidance behaviors (Slepian et al., 2012). Both forms of coding are consistent with the amygdala’s importance for interpreting implicit social signals (Adolphs et al., 1998; Freeman et al., 2010; Heberlein and Adolphs, 2004). Faces that appear more untrustworthy and likely to inflict harm, or faces with a stronger trustworthiness signal in general, would benefit more from automatic amygdala responsivity, which could adaptively modulate cortical processes and motivate appropriate social behavior (Davis and Whalen, 2001; Phelps and LeDoux, 2005).

In summary, we demonstrated in two experiments that the amygdala is sensitive to subliminal variation in facial trustworthiness. Thus, the amygdala can be influenced by even high-level facial information before that information is consciously perceived. These findings provide evidence that the amygdala’s processing of social cues in the absence of awareness may be more extensive than previously described.
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Children show increase in mental health difficulties over COVID-19 lockdown
16 June 2020

Parents/carers of children aged 4-10 years of age reported that over a one-month period in lockdown, they saw increases in their child's emotional difficulties, such as feeling unhappy, worried, being clingy and experiencing physical symptoms associated with worry, according to early results from the Co-SPACE study, asking parents and carers about their children's mental health through the COVID-19 crisis.

Over a one-month period in lockdown:

- Parents/carers of primary school age children taking part in the survey report an increase in their child's emotional, behavioral, and restless/attentional difficulties.
- Parents/carers of secondary school age children report a reduction in their child's emotional difficulties, but an increase in restless/attentional behaviors.
- Adolescents taking part in the survey report no change in their own emotional or behavioral, and restless/attentional difficulties.
- Parents/carers of children with Special Educational Needs (SEN) and those with a pre-existing mental health difficulty report a reduction in their child's emotional difficulties and no change in behavioral or restless/attentional difficulties.

Parents/carers also reported that their children's behavior had got worse over time, with an increase in behaviors such as temper tantrums, arguments and children not doing what they are asked. Parents/carers in the survey also reported that their children showed greater levels of restlessness/fidgety behavior and difficulties concentrating over the one month period.

Perhaps surprisingly, the same pattern was not seen in the older age group of 11-16 year olds. Teenagers themselves reported no change in their emotional difficulties between the two time points and their parents/carers reported that they felt that their child's emotional difficulties had actually improved. Neither teenagers nor their parents reported any changes in their behavior over this time but parents felt that their children were more restless and had more difficulty concentrating over time.

Tom Madders, Campaigns Director at YoungMinds, said, ‘This research suggests that many younger children have found it increasingly hard to cope as the lockdown period has gone on, which may be because of loneliness, fears about the coronavirus or a loss of the routines and support that come with school.

‘The picture appears to be more variable for older children in this study. Following the anxiety and uncertainty of going into lockdown, some are likely
to have found the restrictions more difficult as time has gone on, while others—including those who feel safe and secure at home but who find school challenging—may have adapted well to their new reality. For those young people, going back to school after a long break may well be tough, and it’s vital that there’s a re-adjustment period where wellbeing is prioritized.

'It's also important to recognize that some of the most vulnerable young people in our society—including those who have experienced abuse, violence or neglect—are often the hardest to identify. We need to ensure that effective support is available for all children who need it now and as restrictions lift.'

Professor Cathy Creswell, Professor of Developmental Clinical Psychology, University of Oxford, and co-leading the study, said, ‘Prioritising the mental health of children and young people throughout the COVID-19 pandemic and beyond is critical. These findings highlight that there is wide variation in how children and young people have been affected, with some finding life easier but others experiencing more difficulties. Our findings have identified some sources of variation but we need to continue to gain a better understanding of which families are struggling and what they need to help direct the right advice and support going forward to ensure that this does not have long-lasting consequences.’

The Co-SPACE (COVID-19 Supporting Parents, Adolescents, and Children in Epidemics) survey is still open and keen for parents and carers to share their experiences at: www.cospaceoxford.com/survey.

This research is tracking children and young people's mental health throughout the COVID-19 crisis. Survey results are helping researchers identify what protects children and young people from deteriorating mental health, over time, and at particular stress points, and how this may vary according to child and family characteristics. This will help to identify what advice, support and help parents would find most useful.
RE: Mental health issues in children amidst COVID-19 pandemic

Siddharth Madan, Assistant Professor, Department of Ophthalmology, Lady Hardinge Medical college and Associated Hospitals, Department of Ophthalmology, Lady Hardinge Medical college and Associated Hospitals, University of Delhi, New Delhi, India

27 June 2020

Novel coronavirus disease (COVID-19) has affected society in many ways. It has brought about lockdown, and school closures have impacted over 1.5 billion children. Restriction in movement, loss of daily wages and isolation invites high levels of stress and anxiety. The repercussion of this is an increased level of psychological and sexual abuse on children at home apart from physical violence. This is more common in parts of society who face the financial crunch as a result of this evolving pandemic. About 30% of children or their parents who are subjected to quarantine at home or are isolated, suffer from acute stress disorder, depression and adjustment problems caused as result of such dramatic change in their daily lifestyle. A few college students have experienced suicidal tendencies as well. Lack of companionship and separation from caregivers affects the psychological wellbeing of children. These stressors may trigger new symptoms or exacerbate underlying mental or neurological conditions and may cause sleeping difficulties. Although online platforms have been popularized at the right time to prevent academic delays and allow the learning activities of the children to continue, they come with potential risks of unnecessary cyber usage and involvement in irrational behavioral activities. World Health Organization has suggested the importance of reassurance and counseling the younger population, keeping them informed of the facts of the pandemic in a way that is appropriate for their age and as to what is going on now and how they can be protected and disease transmission reduced. There is definitely a significant risk of disruption to routine immunization activities due to the COVID-19 related burden on the health care system. This would manifest as an increase in the likelihood of vaccine preventable diseases (VPDs) like measles and would further impact the health care system. Therefore this aspect must not be neglected by the health authorities amidst this pandemic. Psychosocial crisis prevention and intervention model development by the government and healthcare professionals is needed to avert a pandemic of mental ill health erupting simultaneously.
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Abstract Aim: The study was aimed at investigating the effects of wearing N95 and surgical facemasks with and without nano-functional treatments on thermophysiological responses and the subjective perception of discomfort. Method: Five healthy male and five healthy female participants performed intermittent exercise on a treadmill while wearing the protective facemasks in a climate chamber controlled at an air temperature of 25°C and a relative humidity of 70%. Four types of facemasks, including N95 (3M 8210) and surgical facemasks, which were treated with nano-functional materials, were used in the study. Results: (1) The subjects had significantly lower average heart rates when wearing nano-treated and untreated surgical facemasks than when wearing nano-treated and untreated N95 facemasks. (2) The outer surface temperature of both surgical facemasks was significantly higher than that of both N95 facemasks. On the other hand, the microclimate and skin temperatures inside the facemask were significantly lower than those in both N95 facemasks. (3) Both surgical facemasks had significantly higher absolute humidity outside the surface than both N95 facemasks. The absolute humidity inside the surgical facemask was significantly lower than that inside both N95 facemasks. (4) Both surgical facemasks were rated significantly lower for perception of humidity, heat, breath resistance and overall discomfort than both N95 facemasks. The ratings for other sensations, including feeling unfit, tight, itchy, fatigued, odorous and salty, that were obtained while the subjects were wearing the surgical facemasks were significantly lower than when the subjects were wearing the N95 facemasks. (5) Subjective preference for the nano-treated surgical facemasks was the highest. There was significant differences in preference between the nano-treated and untreated surgical facemasks and between the surgical and N95 facemasks. Discussion: We discuss how N95 and surgical facemasks induce significantly different temperature and humidity in the microclimates of the facemasks, which have profound influences on heart rate and thermal stress and subjective perception of discomfort.

Keywords Facemasks · Nano-functional materials · Microclimate inside the facemasks · Subjective perception

Introduction

Facemasks are critical components of personal protective equipment (PPE) for healthcare workers, particularly when those workers are dealing with transmitted diseases, such as the severe acute respiratory syndrome (SARS) outbreak that occurred in March 2003. Seto et al. (2003) performed a case study in five Hong Kong hospitals, involving 241 non-infected staff and 13 infected staff who were exposed to 11 patients with SARS, and they concluded that SARS was contagious by droplets. They suggested that the wearing of facemasks was of significance in reducing the risk of contagion after exposure to patients with SARS. Wong et al. (2004) reported a study on effective personal protective clothing (PPC) for healthcare workers attending patients with SARS. In the World Health Organization (WHO) (2003) and the US Centers for Disease Control (CDC) (2004) guidelines for PPE, facemasks with 95% filtration efficiency or above are required for healthcare workers exposed to SARS patients.
Hayashi and Tokura (2004) found that it was important to prevent an excessive increase of microclimate temperature and humidity inside the facemask in order to reduce heat stress on the body when farmers were spraying pesticides in a warm environment. Farquharson and Baguley (2003) reported that Emergency Department (ED) staff taking care of SARS patients at a hospital in Toronto wore double isolation gowns, a hair cap, an N95 facemask, a face shield and two pairs of gloves. ED staff had 12-h shift work while wearing N95 facemasks. Only one individual could take off his or her facemask at one time in an enclosed room. As soon as the staff had finished meals and drinks they had to wear the facemask again. Such situations made ED staff extremely stressed. Nielsen et al. (1987) found that the facemask air temperature significantly influenced thermal sensations of the whole body. Meyer et al. (1997) reported that the acceptable duration of wearing respiratory protective devices was about 1 h in a work environment with an air temperature of 18°C on average, and that the comfort sensation was reduced with increase of the air temperature. Similarly, White et al. (1991) found that the wearing of chemical protective clothing significantly reduced acceptable working time due to increased heat stress. These findings show clearly that serious heat stress occurs within the body when protective clothing is worn, which could cause workers to tire more easily and reduce their working time.

In a previous paper we reported that the N95 facemask had a filtration efficiency greater than 96% during wear, comparing surgical facemasks of 95% filtration efficiency (Li et al. 2004). Both N95 and surgical facemasks treated with nano-functional materials had significantly higher repellence to water, which can prevent droplets contaminated with viruses and bacteria from penetrating the facemasks by capillary action during breathing cycles. Further, it has been shown that surgical facemasks treated with nano-functional materials have a significant ability to inactivate bacteria (Yao et al. 2004). It is important for one to know what impact the wearing of different types of facemasks has on heat stress and discomfort, as the filtration efficiency is similar between surgical and N95 facemasks, and whether the nano-functional treatment has an influence on heat stress and discomfort. In this paper, we report an experimental study on the effects of wearing different kinds of facemasks with and without nano-functional treatments on thermophysiological response and subjective perception of discomfort.

### Methods

#### Subject

Ten healthy subjects, five men and five women, participated in the study, and their physical characteristics are summarized in Table 1. None was a smoker. Female subjects participated in the experiment only when they were during follicular phases. Every participant was tested four times at the same time of day on four different days, wearing one of four types of facemasks. Before the first experiment the subjects were required to read an information sheet, on which the nature, purpose, method, and risks of the study were described, and then sign a consent form. They had the right to question any part of the procedure and to withdraw themselves from the experiment at any time without penalty. The human subjects ethics and sub-committee of The Hong Kong Polytechnic University approved the experimental protocol.

#### Facemasks

In the experiments we used four types of facemasks, including N95 (3M 8210) and surgical facemasks, which were treated with nano-functional materials to stop virus penetration by capillary action and to inactivate bacteria (Yao et al. 2004). Both facemasks are commercially available to hospitals and clinics in Hong Kong. The physical characteristics of the four types of mask are described in Table 2.

#### Physiological measurements

Skin and clothing microclimate (temperature, humidity) inside and outside the facemasks and inside shirts were continuously recorded by a logger (SCXI-1161, National Table 1 Physical characteristic of human subjects

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Male Average</th>
<th>Male SD</th>
<th>Male Range</th>
<th>Female Average</th>
<th>Female SD</th>
<th>Female Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>28.0</td>
<td>5.4</td>
<td>22–37</td>
<td>29.4</td>
<td>8.4</td>
<td>21–41</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>68.8</td>
<td>7.8</td>
<td>56–74</td>
<td>55.5</td>
<td>8.9</td>
<td>41–62</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>172.5</td>
<td>6.8</td>
<td>164–180</td>
<td>168.2</td>
<td>7.4</td>
<td>151–170</td>
</tr>
</tbody>
</table>

### Table 2 Physical characteristics of the masks

<table>
<thead>
<tr>
<th>Mask type</th>
<th>Treatment</th>
<th>Size (cm)</th>
<th>Materials</th>
<th>Weight (g)</th>
<th>Thickness (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N95</td>
<td>Untreateda</td>
<td>φ 12.5×13.2</td>
<td>Coverings: polypropylene and polyester</td>
<td>8.99</td>
<td>3.87</td>
</tr>
<tr>
<td>N95</td>
<td>Nano-treatedb</td>
<td></td>
<td>Filter media: polypropylene</td>
<td>9.64</td>
<td>5.17</td>
</tr>
<tr>
<td>Surgical</td>
<td>Untreateda</td>
<td>17.3×15.8</td>
<td>Outer and inner layers: polypropylene</td>
<td>3.26</td>
<td>0.80</td>
</tr>
<tr>
<td>Surgical</td>
<td>Nano-treatedb</td>
<td></td>
<td>Middle layer: melt-blown</td>
<td>3.39</td>
<td>0.85</td>
</tr>
</tbody>
</table>

aNormal facemasks
bFacemasks treated with nano-functional materials
Instruments, USA) every 30 s. Sensors for the measurements of temperature and humidity inside shirts were fixed on the left and right chest regions. One uncovered sensor was attached directly to the skin. Facemask microclimate (temperature, humidity) and cheek skin temperature inside the facemasks were measured at the right cheek. Facemask microclimate (temperature, humidity) outside the facemasks was also measured at the right cheek. At the end of each exercise and rest period, heart rate and blood pressure were measured.

Table 3 Scale of measuring subjective perceptions

<table>
<thead>
<tr>
<th></th>
<th>Not at all</th>
<th>Mildly</th>
<th>Strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humid</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hot</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breathe</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>resistance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Itchy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tight</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salty</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unfit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Odour</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fatigue</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4 The experiment schedule

<table>
<thead>
<tr>
<th></th>
<th>E1</th>
<th>R1</th>
<th>E2</th>
<th>R2</th>
<th>E3</th>
<th>R3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>0</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

25 °C, 70% RH

Table 4 The experiment schedule

Table 4 The experiment schedule

RH: Relative humidity. R: Rest. E: Exercise
measured with an upper-arm blood pressure meter (EW 3100, BMEW Ltd., Beijing).

Perception of discomfort

Subjects were required to rate their perceptions of ten sensations of discomfort: humidity, heat, breathing resistance, itchiness, tightness, saltiness, feeling unfit, odor, fatigue, and overall discomfort, at 30, 50, 60, 70, 80, 90 and 100 min. Table 3 shows the rating scales used by the subjects. In addition, at 100 min, the subjects were asked to reply to the question “How do you like the facemask?” by rating on a scale ranging from 0 to 10, with 0 representing “not at all”, 5 representing “acceptable” and 10 representing “very fond of”. This rating was used to obtain the preference of subjects for the four kinds of facemasks.

Experimental protocol

The experiments were carried out for 3 months from May to July. They were performed twice a day, one from 0900 h to 1100 h and another from 1500 h to 1700 h. The experimental protocol was randomized for men and women, and for the four types of facemasks.

A subject entered the climate chamber controlled at an air temperature of 25°C and a relative humidity of 70%, which is similar to the conditions in the hospitals. After body mass had been measured, the subject wore a 100% cotton T-shirt, short pants and sports sandals. Sensors were attached to different areas with surgical tape. Following a rest for 30 min on a chair (R0), during which time the subject was required to drink 500 ml water, the subject voided the bladder completely and put on a facemask, randomly selected. Then, the subject walked for 20 min at 3.2 km/h (E1) and took a rest for 10 min (R1); walked for 10 min at 4.8 km/h (E2) and took a rest for 10 min again (R2); and finally, the subject walked for 10 min at 6.4 km/h (E3) and took a rest for 10 min (R3). These workloads resembled approximately those performed by healthcare workers in a hospital ward. The schedule of the experiment is shown in Table 4. The participant took off the mask at 100 min, completing the whole experiment.

Statistical analysis

As mask microclimate temperature is a key parameter indicating thermal stress, we used this parameter to estimate the sample size. According to previous reports,
the difference in microclimate temperature between masks is approximately 0.9°C and standard deviation is around 0.5°C (Hayashi and Tokura 2004). From this assumption, a sample size calculation reveals that ten participants are enough to reach an error of probability of <5% and a power of 90%.

Physiological parameters (including heart rate, temperature and humidity) and psychological responses (including perception of humidity, heat and breath resistance) were analyzed statistically. The influence of time, facemask type, nano-treatment, and their interactions on these human physiological and psychological responses were investigated by analysis of variance (ANOVA) and t-tests to determine whether the above factors had significant effect on the measured parameters.

**Results**

**Physiological parameters**

**Heart rate**

Figure 1 compares temporal changes of mean heart rates when the subjects were wearing the four kinds of facemasks. The pattern of changes in mean heart rate amongst these facemasks is similar, reaching peaks at the end of the third exercise session. The subjects had lower mean heart rates when wearing nano-treated and untreated surgical masks than when wearing nanotreated and untreated N95 facemasks. Significant differences were found among the four kinds of facemasks at the level of $P<0.01$ ($F=10.76$).

**Temperature and humidity**

**Mask microclimate and face skin temperatures**

Figure 2 shows temporal changes in temperatures on the facemasks' outer surfaces and in the facemasks' microclimates. The outer surface temperatures of both surgical facemasks were significantly higher than those of both N95 facemasks ($F=94.4, P<0.01$) (top of Fig. 3). On the other hand, microclimate temperatures inside the mask were significantly lower in both surgical masks than those in both N95 facemasks ($F=25.7, P<0.01$) (bottom of Fig. 3). The skin temperatures inside both surgical facemasks were significantly lower than those in both N95 facemasks ($F=40.7, P<0.01$).

**Humidity outside and inside the facemask**

Figure 3 (top) shows that both surgical facemasks had significantly higher absolute humidity on the outside surface than both N95 facemasks ($F=6.9, P<0.01$). The overall mean absolute humidity ± SD in nano-treated and untreated surgical facemasks was 24.7 ± 2.76 g/m³ and 26.2 ± 2.74 g/m³, respectively. The overall mean absolute humidity ± SD in nano-treated and untreated N95 facemasks was 22.7 ± 1.83 g/m³ and 23.4 ± 2.74 g/m³, respectively. Figure 3 (bottom) shows that the absolute microclimate humidity inside the surgical mask was significantly lower than inside both N95 facemasks. The overall mean absolute humidity ± SD in nano-treated and untreated surgical facemasks was 30.2 ± 4.32 g/m³ and 28.64 ± 5.37 g/m³, respectively. The overall mean absolute humidity ± SD in nano-treated and untreated N95 facemasks was 31.2 ± 5.47 g/m³ and 31.8 ± 4.17 g/m³, respectively.

Table 5 summarizes the influences of time, facemask, nano-treatment, and their interactions on physiological parameters (heart rate, blood pressure) and microclimate (temperature, absolute humidity) by ANOVA. For each parameter a multi-way analysis of variances was
carried out to identify the statistical significance of the influences of the three variables: time, type of facemasks and nano-treatment, as well as their interactions. To save space, only the \( P \) values are used to show the statistical significance. A \( P > 0.05 \) is considered as being not significant and is shown as a dash, and a \( P < 0.0005 \) is considered as being significant and is shown as “0.000”.

Nine parameters, including heart rate, systolic blood pressure, absolute humidity (mask outer surface, face microclimate, left chest microclimate and right chest skin) and temperature (mask outer surface, face microclimate and face skin) were significantly influenced by time. Other factors that had significant effect on the measured parameters were mask, interaction of mask and nano-treatment and nano-treatment on its own.

### Subjective ratings

Figure 4 compares subjective ratings for thermal sensation and overall discomfort for the four types of facemasks. In general, the ratings for humidity, heat, breath...
resistance and overall discomfort increased gradually with time and increase of workload. Facemask type had great influence on the perception of humidity (F = 6.9, P < 0.01), heat (F = 15.4, P < 0.01), breath resistance (F = 15.0, P < 0.01) and overall discomfort (F = 23.1, P < 0.01). Both surgical facemasks had significantly lower ratings than the two N95 facemasks, which suggested that when wearing either of the surgical

Table 6 Influences of time, facemask, nano-treatment, and their interactions on various subjective sensations. P > 0.05 is considered as being not significant and is shown as a dash. Mask type of facemask, Treat nano-treatment

<table>
<thead>
<tr>
<th>Subjective sensations</th>
<th>P values</th>
<th>Time</th>
<th>Mask</th>
<th>Treat</th>
<th>Time × Mask</th>
<th>Time × Treat</th>
<th>Mask × Treat</th>
<th>Time × Mask × Treat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humidity</td>
<td>0.000</td>
<td>0.000</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Heat</td>
<td>0.000</td>
<td>0.000</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Breath resistance</td>
<td>0.000</td>
<td>0.000</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Itchy</td>
<td>0.017</td>
<td>0.002</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Tight</td>
<td>–</td>
<td>0.000</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Salty</td>
<td>–</td>
<td>0.001</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Feeling unfit</td>
<td>0.047</td>
<td>0.000</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Odorous</td>
<td>–</td>
<td>0.000</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Fatiguing</td>
<td>0.000</td>
<td>0.011</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Overall discomfort</td>
<td>0.000</td>
<td>0.000</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>
facemasks the subject felt drier, cooler, more able to breathe easily and less uncomfortable than when wearing either of the N95 facemasks. The ratings for humidity, heat, breathing resistance and discomfort of facemasks treated with nano-functional materials appear lower than those for untreated facemasks but are not statistically significant.

Figure 5 shows the subjective ratings for other sensations obtained while the subjects were wearing the facemasks. There are significant differences in the subjective perceptions feeling unfit ($F = 5.3$, $P < 0.01$), tight ($F = 34.6$, $P < 0.01$), itchy ($F = 4.7$, $P < 0.01$), fatigued ($F = 2.7$, $P < 0.05$), odorous ($F = 7.9$, $P < 0.01$) and salty ($F = 3.9$, $P < 0.01$). The ratings for those sensations were significantly lower when the subjects were wearing the surgical facemasks than when they were wearing either of the N95 facemasks, showing that the subjects felt less unfit, less tight, less itchy, less fatigued, less odorous and less salty with the surgical facemasks than with the N95 masks.

Table 6 summarizes the result of ANOVA, which show the influences of time, facemask, nano-treatment, and their interactions on subjective ratings for individual sensations and overall discomfort. Again, for each sensation, we carried out a multi-way analysis of variances to identify the statistical significance of the influences of the three variables: time, type of facemasks and nano-treatment, as well as their interactions. To save space, only the $P$ values are used to show the statistical significance. A $P > 0.05$ is considered as being not significant and is shown as a dash, and a $P < 0.0005$ is considered as being significant and is marked as “0.000”. As shown in Table 6, facemask type influences subjects’ perception of all the nine individual sensations and overall discomfort significantly ($P < 0.05$). On the other hand, all sensations were not significantly influenced by time and nano-treatment. There were no significant differences between ratings for tight, salty and odorous at different time periods.

Figure 6 shows the preferences of subjects for the four kinds of facemasks. Subjective preference for the nano-treated surgical facemasks is the highest, followed by the untreated surgical masks, the nano-treated N95 and then the untreated N95 facemask. There is a significant difference in preference between the nano-treated and untreated surgical facemasks and between the surgical and N95 facemasks. There is no significant difference in subjective preference between nano-treated and untreated N95 facemasks.

**Discussion and conclusion**

The results from the experiment demonstrate that heart rate, microclimate (temperature, humidity) and subjective ratings were significantly influenced by the wearing of different kinds of facemasks. Nielsen et al. (1987) observed that delivery of air with different temperatures into a facemask corresponded to the application of a local thermal stimulus to the skin surface around the mouth, nose and cheek. This local thermal stimulus also affected the heat exchange from the respiratory tract. In our investigation, microclimate temperature, humidity and skin temperature inside the facemask increased with the start of step exercise, which led to the different perceptions of humidity, heat and high breathing resistance among the subjects wearing the facemasks. High breathing resistance made it difficult for the subject to breathe and take in sufficient oxygen. Shortage of oxygen stimulates the sympathetic nervous system and increases heart rate (Ganong 1997). It was probable that the subjects felt unfit, fatigued and overall discomfort due to this reason. White et al. (1991) found that the increases in heart rate, skin temperature and subjective ratings may pose substantial additional stress to the wearer and might reduce work tolerance. This could be the reason why Farquharson reported that working 12-h shifts while wearing an N95 mask had indeed been a challenge to their ED staff (Farquharson and Baguley 2003).

Significant differences were observed between N95 and surgical masks. Mean heart rate, microclimate temperature, humidity and skin temperature inside the facemask, together with perceived humidity, heat, breathing resistance in the facemask, and itchiness, fatigue and overall discomfort, were significantly ($P < 0.01$) higher for N95 masks than for surgical masks. In other words, the subjective perception of breathing difficulty and discomfort increased significantly with increasing thermal stress. This finding agrees with the observations reported by White et al. (1991). The surface
temperature outside the facemask was lower, and the temperature in the facemask microclimate was significantly higher, for the N95 masks than for the surgical masks (Fig. 3), indicating that the heat loss from the respiratory tract is more difficult to endure in N95 masks, inducing higher heat stress and perception of discomfort. This agrees well with the observations reported by Hayashi and Tokura (2004).

As the purpose of wearing the facemasks is to protect the wearers by filtering out viruses and bacteria, it is obviously questionable whether the surgical masks, which induce less heat stress and discomfort, can provide enough protection for healthcare workers. As reported previously, the in vivo filtration efficiency and physical properties of the masks were investigated at the same time (Li et al., unpublished data). During the simulation wear trials, in vivo filtration efficiency of N95 facemasks was 96%, in comparison with 95% for surgical facemasks. Furthermore, the surgical facemasks with significantly higher moisture permeability and air-permeability were thinner than the N95 facemasks, indicating that surgical facemasks should be more breathable and less humid and hot, which agrees with the in vivo measurements of temperature and humidity inside and outside the masks and the subjects’ perception of breathing resistance and discomfort.

It is interesting to note that no significant difference was found between nano-treated and untreated facemasks for physiological measurements and subjective perceptions, even though nano-treated surgical and N95 facemasks were perceived to be slightly less uncomfortable. On the other hand, subjective preferences for the nano-treated surgical masks were significantly higher than those for the untreated surgical facemasks. This indicates that the nano-functional treatment of surgical and N95 facemasks does not have significant negative effects on the thermophysiological responses and subjective perceptions of discomfort.

Therefore, it can be concluded that N95 and surgical facemasks can induce significantly different temperatures and humidity in the microclimates of facemasks, which have profound influences on heart rate and thermal stress and subjective perception of discomfort.
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Immune study points to new ways to treat lung disease
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**Summary:** Fresh insight into how the immune system keeps itself in check could lead to new ways of fighting chronic lung disease, report investigators.

**FULL STORY**

Fresh insight into how the immune system keeps itself in check could lead to new ways of fighting chronic lung disease.

New findings could open avenues of research for tackling damage caused by cells that overreact to infection.

Scientists from the University of Edinburgh studied immune cells known as neutrophils, which fight bacteria and help to cause inflammation, a normal biological response to wounds or infection that is recognisable by redness and swelling.

They found that when neutrophils lose a certain oxygen-sensing protein, the cells become overactive and respond excessively to infection in a harmful way.

Studies in mice found that by preventing the cells from using sugar, this effect could be reversed.

Studying the effects of oxygen-sensing proteins in immune cells is especially relevant for patients who often have low levels of oxygen in their body and chronic lung inflammation.

The study, funded by the Wellcome Trust, is published in the *Journal of Clinical Immunology*.

Professor Sarah Walmsley, of the MRC Centre for Inflammation Research, said: "This finding demonstrates the therapeutic potential of targeting how neutrophils use glucose in the treatment of chronic inflammatory diseases. As many of these diseases have no effective treatment, future studies examining the role of glucose in regulating neutrophils and inflammation are critical."
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Psychological Stress and the Human Immune System: A Meta-Analytic Study of 30 Years of Inquiry
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Abstract

The present report meta-analyzes more than 300 empirical articles describing a relationship between psychological stress and parameters of the immune system in human participants. Acute stressors (lasting minutes) were associated with potentially adaptive upregulation of some parameters of natural immunity and downregulation of some functions of specific immunity. Brief naturalistic stressors (such as exams) tended to suppress cellular immunity while preserving humoral immunity. Chronic stressors were associated with suppression of both cellular and humoral measures. Effects of event sequences varied according to the kind of event (trauma vs. loss). Subjective reports of stress generally did not associate with immune change. In some cases, physical vulnerability as a function of age or disease also increased vulnerability to immune change during stressors.

Since the dawn of time, organisms have been subject to evolutionary pressure from the environment. The ability to respond to environmental threats or stressors such as predation or natural disaster enhanced survival and therefore reproductive capacity, and physiological responses that supported such responses could be selected for. In mammals, these responses include changes that increase the delivery of oxygen and glucose to the heart and the large skeletal muscles. The result is physiological support for adaptive behaviors such as “fight or flight.” Immune responses to stressful situations may be part of these adaptive responses because, in addition to the risk inherent in the situation (e.g., a predator), fighting and fleeing carries the risk of injury and subsequent entry of infectious agents into the bloodstream or skin. Any wound in the skin is likely to contain pathogens that could multiply and cause infection (Williams & Leaper, 1998). Stress-induced changes in the immune system could accelerate wound repair and help prevent infections from taking hold would therefore be adaptive and selected along with other physiological changes that increased evolutionary fitness.

Modern humans rarely encounter many of the stimuli that commonly evoked fight-or-flight responses for their ancestors, such as predation or inclement weather without protection. However, human physiological response continues to reflect the demands of earlier environments. Threats that do not require a physical response (e.g., academic exams) may therefore have physical consequences, including changes in the immune system. Indeed, over the past 30 years, more than 300 studies have been done on stress and immunity in humans, and together they have shown that psychological challenges are capable of modifying various features of the immune response. In this article we attempt to consolidate empirical knowledge about psychological stress and the human immune system through meta-analysis. Both the construct of stress and the human immune system are complex, and both could consume book-
length reviews. Our review, therefore, focuses on those aspects that are most often represented in the stress and immunity literature and therefore directly relevant to the meta-analysis.

Conceptualizing Stress

Despite nearly a century of research on various aspects of stress, investigators still find it difficult to achieve consensus on a satisfactory definition of this concept. Most of the studies contributing to this review simply define stress as circumstances that most people would find stressful, that is, stressors. We adopted Elliot and Eisdorfer’s (1982) taxonomy to characterize these stressors. This taxonomy has the advantage of distinguishing among stressors on two important dimensions: duration and course (e.g., discrete vs. continuous). The taxonomy includes five categories of stressors. Acute time-limited stressors involve laboratory challenges such as public speaking or mental arithmetic. Brief naturalistic stressors, such as academic examinations, involve a person confronting a real-life short-term challenge. In stressful event sequences, a focal event, such as the loss of a spouse or a major natural disaster, gives rise to a series of related challenges. Although affected individuals usually do not know exactly when these challenges will subside, they have a clear sense that at some point in the future they will. Chronic stressors, unlike the other demands we have described, usually pervade a person’s life, forcing him or her to restructure his or her identity or social roles. Another feature of chronic stressors is their stability—the person either does not know whether or when the challenge will end or can be certain that it will never end. Examples of chronic stressors include suffering a traumatic injury that leads to physical disability, providing care for a spouse with severe dementia, or being a refugee forced out of one’s native country by war. Distant stressors are traumatic experiences that occurred in the distant past yet have the potential to continue modifying immune system function because of their long-lasting cognitive and emotional sequelae (Baum, Cohen, & Hall, 1993). Examples of distant stressors include having been sexually assaulted as a child, having witnessed the death of a fellow soldier during combat, and having been a prisoner of war.

In addition to the presence of difficult circumstances, investigators also use life-event interviews and life-event checklists to capture the total number of different stressors encountered over a specified time frame. Depending on the instrument, the focus of these assessments can be either major life events (e.g., getting divorced, going bankrupt) or minor daily hassles (e.g., getting a speeding ticket, having to clean up a mess in the house). With the more sophisticated instruments, judges then code stressor severity according to how the average person in similar biographical circumstances would respond (e.g., S. Cohen et al., 1998; Evans et al., 1995).

A smaller number of studies enrolled large populations of adults who were not experiencing any specific difficulty and examined whether their immune responses varied according to their reports of perceived stress, intrusive thoughts, or both. Other studies have examined stressed populations, in which a larger range of subjective responses may be detected. This work grows out of the view that people’s biological responses to stressful circumstances are heavily dependent on their appraisals of the situation and cognitive and emotional responses to it (Baum et al., 1993; Frankenhauser, 1975; Tomaka, Blascovich, Kibler, & Ernst, 1997).

Overview of the Immune System

As many behavioral scientists are unfamiliar with the details of the immune system, we provide a brief overview. For a more complete treatment, the reader is directed to the sources for the information presented here (Benjamiini, Coico, & Sunshine, 2000; Janeway & Travers, 1997; Rabin, 1999). Critical characteristics of various immune components and assays are also listed in Table 1.
Components of the Immune System

There are several useful ways of dividing elements of the immune response. For the purposes of understanding the relationship of psychosocial stressors to the immune system, it is useful to distinguish between natural and specific immunity. Natural immunity is an immune response that is characteristic not only of mammals but also lower order organisms such as sponges. Cells involved in natural immunity do not provide defense against any particular pathogen; rather, they are all-purpose cells that can attack a number of different pathogens1 and do so in a relatively short time frame (minutes to hours) when challenged. The largest group of cells involved in natural immunity is the granulocytes. These cells include the neutrophil and the macrophage, phagocytic cells that, as their name implies, eat their targets. The generalized response mounted by these cells is inflammation, in which neutrophils and macrophages congregate at the site of injury or infection, release toxic substances such as oxygen radicals that damage invaders, and phagocytose both invaders and damaged tissue. Macrophages in particular also release communication molecules, or cytokines, that have broad effects on the organism, including fever and inflammation, and also promote wound healing. These proinflammatory cytokines include interleukin(IL)-1, IL-6, and tumor necrosis factor alpha (TNFα). Other granulocytes include the mast cell and the eosinophil, which are involved in parasitic defense and allergy.

Another cell involved in natural immunity is the natural killer cell. Natural killer cells recognize the lack of a self-tissue molecule on the surface of cells (characteristic of many kinds of virally infected and some cancerous cells) and lyse those cells by releasing toxic substances on them. Natural killer cells are thought to be important in limiting the early phases of viral infections, before specific immunity becomes effective, and in attacking self-cells that have become malignant.

Finally, complement is a family of proteins involved in natural immunity. Complement protein bound to microorganisms can up-regulate phagocytosis and inflammation. Complement can also aid in antibody-mediated immunity (discussed below as part of the specific immune response).

Specific immunity is characterized by greater specificity and less speed than the natural immune response. Lymphocytes have receptor sites on their cell surfaces. The receptor on each cell fits with one and only one small molecular shape, or antigen, on a given invader and therefore responds to one and only one kind of invader. When activated, these antigen-specific cells divide to create a population of cells with the same antigen specificity in a process called clonal proliferation, or the proliferative response. Although this process is efficient in terms of the number of cells that have to be supported on a day-to-day basis, it creates a delay of up to several days before a full defense is mounted, and the body must rely on natural immunity to contain the infection during this time.

There are three types of lymphocytes that mediate specific immunity: T-helper cells, T-cytotoxic cells, and B cells. The main function of T-helper cells is to produce cytokines that direct and amplify the rest of the immune response. T-cytotoxic cells recognize antigen expressed by cells that are infected with viruses or otherwise compromised (e.g., cancer cells) and lyse those cells. B cells produce soluble proteins called antibody that can perform a number of functions, including neutralizing bacterial toxins, binding to free virus to prevent its entry into cells, and opsonization, in which a coating of antibody increases the effectiveness of natural

---

1The term pathogen is used here to refer to microorganisms that can cause disease. This term is most appropriate in the evolutionary context we proposed in the article’s introduction because it focuses on susceptibility to infection. However, the reader should be aware that pathogens are only a subset of antigens, that is, all substances that evoke an immune response. Other antigenic substances include, for example, transformed self-cells (i.e., cancer cells), transplanted tissue, and allergens (i.e., antigens that evoke an allergic response).
immunity. There are five kinds of antibody: Immunoglobulin (Ig) A is found in secretions, IgE binds to mast cells and is involved in allergy, IgM is a large molecule that clears antigen from the bloodstream, IgG is a smaller antibody that diffuses into tissue and crosses the placenta, and IgD is of unknown significance but may be produced by immature B cells.

An important immunological development is the recognition that specific immunity in humans is composed of cellular and humoral responses. Cellular immune responses are mounted against intracellular pathogens like viruses and are coordinated by a subset of T-helper lymphocytes called Th1 cells. In the Th1 response, the T-helper cell produces cytokines, including IL-2 and interferon gamma (IFNγ). These cytokines selectively activate T-cytotoxic cells as well as natural killer cells. Humoral immune responses are mounted against extracellular pathogens such as parasites and bacteria; they are coordinated by a subset of T-helper lymphocytes called Th2 cells. In the Th2 response, the T-helper cell produces different cytokines, including IL-4 and IL-10, which selectively activate B cells and mast cells to combat extracellular pathogens.

**Immune Assays**

Immune assays can quantify cells, proteins, or functions. The most basic parameter is a simple count of the number of cells of different subtypes (e.g., neutrophils, macrophages), typically from peripheral blood. It is important to have an adequate number of different types of immune cells in the correct proportions. However, the normal range for these enumerative parameters is quite large, so that “correct” numbers and proportions can cover a wide range, and small changes are unlikely to have any clinical significance in healthy humans.

Protein production—either of antibody or cytokines—can be measured in vitro by stimulating cells and measuring protein in the supernatant or in vivo by measuring protein in peripheral blood. For both antibody and cytokine, higher protein production may represent a more robust immune response that can confer protection against disease. Two exceptions are levels of proinflammatory cytokines (IL-1, IL-6, and TNFα) and antibody against latent virus. Proinflammatory cytokines are increased with systemic inflammation, a risk factor for poorer health resulting from cardiac disease, diabetes mellitus, or osteoporosis (Ershler & Keller, 2000; Luster, 1998; Papanicolaou, Wilder, Manolagas, & Chrousos, 1998). Antibody production against latent virus occurs when viral replication triggers the immune system to produce antibodies in an effort to contain the infection. Most people become infected with latent viruses such as Epstein-Barr virus during adolescence and remain asymptptomatically infected for the rest of their lives. Various processes can activate these latent viruses, however, so that they begin actively replicating. These processes may include a breakdown in cellular immune response (Jenkins & Baum, 1995). Higher antibody against latent viruses, therefore, may indicate poorer immune control over the virus.

Functional assays, which are performed in vitro, measure the ability of cells to perform specific activities. In each case, higher values may represent more effective immune function. Neutrophils’ function can be quantified by their ability to migrate in a laboratory assay and their ability to release oxygen radicals. The natural killer cytotoxicity assay measures the ability of natural killer cells to lyse a sensitive target cell line. Lymphocyte proliferation can be stimulated with mitogens that bypass antigen specificity to activate cells or by stimulating the T cell receptor.

**Pathways Between Stress and the Immune System**

How could stress “get inside the body” to affect the immune response? First, sympathetic fibers descend from the brain into both primary (bone marrow and thymus) and secondary (spleen and lymph nodes) lymphoid tissues (Felten & Felten, 1994). These fibers can release a wide variety of substances that influence immune responses by binding to receptors on white blood...
cells (Ader, Cohen, & Felten, 1995; Felten & Felten, 1994; Kemeny, Solomon, Morley, & Herbert, 1992; Rabin, 1999). Though all lymphocytes have adrenergic receptors, differential density and sensitivity of adrenergic receptors on lymphocytes may affect responsiveness to stress among cell subsets. For example, natural killer cells have both high-density and high-affinity β2-adrenergic receptors. B cells have high density but lower affinity, and T cells have the lowest density (Anstead, Hunt, Carlson, & Burki, 1998; Landmann, 1992; Maisel, Fowler, Rearden, Motulsky, & Michel, 1989). Second, the hypothalamic–pituitary–adrenal axis, the sympathetic–adrenal–medullary axis, and the hypothalamic–pituitary–ovarian axis secrete the adrenal hormones epinephrine, norepinephrine, and cortisol; the pituitary hormones prolactin and growth hormone; and the brain peptides melatonin, β-endorphin, and enkephalin. These substances bind to specific receptors on white blood cells and have diverse regulatory effects on their distribution and function (Ader, Felten, & Cohen, 2001). Third, people’s efforts to manage the demands of stressful experience sometimes lead them to engage in behaviors—such as alcohol use or changes in sleeping patterns—that also could modify immune system processes (Kiecolt-Glaser & Glaser, 1988). Thus, behavior represents a potentially important pathway linking stress with the immune system.

Maier and Watkins (1998) proposed an even closer relationship between stress and immune function: that the immunological changes associated with stress were adapted from the immunological changes in response to infection. Immunological activation in mammals results in a syndrome called sickness behavior, which consists of behavioral changes such as reduction in activity, social interaction, and sexual activity, as well as increased responsiveness to pain, anorexia, and depressed mood. This syndrome is probably adaptive in that it results in energy conservation at a time when such energy is best directed toward fighting infection. Maier and Watkins drew parallels between the behavioral, neuroendo-crine, and thermoregulatory responses to sickness and stress. The common thread between the two is the energy mobilization and redirection that is necessary to fight attackers both within and without.

Models of Stress, the Immune System, and Health

Conceptualizations of the nature of the relationship between stress and the immune system have changed over time. Selye’s (1975) finding of thymic involution led to an initial model in which stress is broadly immunosuppressive. Early human studies supported this model, reporting that chronic forms of stress were accompanied by reduced natural killer cell cytotoxicity, suppressed lymphocyte proliferative responses, and blunted humoral responses to immunization (see S. Cohen, Miller, & Rabin, 2001; Herbert & Cohen, 1993; Kiecolt-Glaser, Glaser, Gravenstein, Malarkey, & Sheridan, 1996, for reviews). Diminished immune responses of this nature were assumed to be responsible for the heightened incidence of infectious and neoplastic diseases found among chronically stressed individuals (Andersen, Kiecolt-Glaser, & Glaser, 1994; S. Cohen & Williamson, 1991).

Although the global immunosuppression model enjoyed long popularity and continues to be influential, the broad decreases in immune function it predicts would not have been evolutionarily adaptive in life-threatening circumstances. Dhabhar and McEwen (1997, 2001) proposed that acute fight-or-flight stressors should instead cause redistribution of immune cells into the compartments in which they can act the most quickly and efficiently against invaders. In a series of experiments with mice, they found that during acute stress, T cells selectively redistributed into the skin, where they contributed to enhancement of the immune response. In contrast, during chronic stress, T cells were shunted away from the skin, and the immune response to skin test challenge was diminished (Dhabhar & McEwen, 1997). On the basis of these findings they proposed a biphasic model in which acute stress enhances, and chronic stress suppresses, the immune response.
A modification of this model posits that short-term changes in all components of the immune system (natural and specific) are unlikely to occur because they would expend too much energy to be adaptive in life-threatening circumstances. Instead, stress should shift the balance of the immune response toward activating natural processes and diminishing specific processes. The premise underlying this model is that natural immune responses are better suited to managing the potential complications of life-threatening situations than specific immune responses because they can unfold much more rapidly, are subject to fewer inhibitory constraints, and require less energy to be diverted from other bodily systems that support the fight-or-flight response (Dopp, Miller, Myers, & Fahey, 2000; Sapolsky, 1998).

Even with this modification of the biphasic model, neither it nor the global immunosuppression model sufficiently explains findings that link chronic stress with both disease outcomes associated with inadequate immunity (infectious and neoplastic disease) and disease outcomes associated with excessive immune activity (allergic and autoimmune disease). To resolve this paradox, some researchers have chosen to focus on how chronic stress might shift the balance of the immune response. The most well-known of these models hypothesizes that chronic stress elicits simultaneous enhancement and suppression of the immune response by altering patterns of cytokine secretion (Marshall et al., 1998). Th1 cytokines, which activate cellular immunity to provide defense against many kinds of infection and some kinds of neoplastic disease, are suppressed. This suppression has permissive effects on production of Th2 cytokines, which activate humoral immunity and exacerbate allergy and many kinds of autoimmune disease. This shift can occur via the effects of stress hormones such as cortisol (Chiappelli, Manfrini, Franceschi, Cossarizza, & Black, 1994). Th1-to-Th2 shift changes the balance of the immune response without necessarily changing the overall level of activation or function within the system. Because a diminished Th1-mediated cellular immune response could increase vulnerability to infectious and neoplastic disease, and an enhanced Th-2 mediated humoral immune response could increase vulnerability to autoimmune and allergic diseases, this cytokine shift model also is able to reconcile patterns of stress-related immune change with patterns of stress-related disease outcomes (Marshall et al., 1998).

Who Is Vulnerable to Stress-Induced Immune Changes?

If the stress response in the immune system evolved, a healthy organism should not be adversely affected by activation of this response because such an effect would likely have been selected against. Although there is direct evidence that stress-related immunosuppression can increase vulnerability to disease in animals (e.g., Ben Eliyahu, Shakhar, Page, Stefanski, & Shakhar, 2000; Quan et al., 2001; Shavit et al., 1985; Sheridan et al., 1998), there is little or no evidence linking stress-related immune change in healthy humans to disease vulnerability. Even large stress-induced immune changes can have small clinical consequences because of the redundancy of the immune system’s components or because they do not persist for a sufficient duration to enhance disease susceptibility. In short, the immune system is remarkably flexible and capable of substantial change without compromising an otherwise healthy host.

However, the flexibility of the immune system can be compromised by age and disease. As humans age, the immune system becomes senescent (Boucher et al., 1998; Wikby, Johansson, Ferguson, & Olsson, 1994). As a consequence, older adults are less able to respond to vaccines and mount cellular immune responses, which in turn may contribute to early mortality (Ferguson, Wikby, Maxson, Olsson, & Johansson, 1995; Wayne, Rhyne, Garry, & Goodwin, 1990). The decreased ability of the immune system to respond to stimulation is one indicator of its loss of flexibility.

Loss of self-regulation is also characteristic of disease states. In autoimmune disease, for example, the immune system treats self-tissue as an invader, attacking it and causing pathology.
such as multiple sclerosis, rheumatoid arthritis, Crohn’s disease, and lupus. Immune reactions can also be exaggerated and pathological, as in asthma, and suggest loss of self-regulation. Finally, infection with HIV progressively incapacitates T-helper cells, leading to loss of the regulation usually provided by these cells. Although each of these diseases has distinct clinical consequences, the change in the immune system from flexible and balanced to inflexible and unbalanced suggests increased vulnerability to stress-related immune dysregulation; furthermore, dysregulation in the presence of disease may have clinical consequences (e.g., Bower, Kemeny, Taylor, & Fahey, 1998).

The Present Analysis

We performed a meta-analysis of published results linking stress and the immune system. We feel that this area is in particular need of a quantitative review because of the methodological nature of most studies in this area. For practical and economic reasons, many psychoneuroimmunology studies have a relatively small sample size, creating the possibility of Type II error. Furthermore, many studies examine a broad range of immunological parameters, creating the possibility of Type I error. A quantitative review, of which meta-analysis is the best example, can better distinguish reliable effects from those arising from both Type I and Type II error than can a qualitative review.

We combined studies in such a way as to test the models of stress and immune change reviewed above. First, we examined each stressor type separately, yielding separate effects for stressors of different duration and trajectory. Second, we examined both healthy and medical populations, allowing comparison of the effects of stress on resilient and vulnerable populations; along the same lines, we also examined the effects of age. Finally, we examined all immune parameters separately so that patterns of response (e.g., global immunosuppression vs. cytokine shift) would be clearer.

Method

Article Identification

Articles for the meta-analysis were identified through computerized literature searches and searches of reference lists. MEDLINE and PsycINFO were searched for the years 1960–2001. Following the example of Herbert and Cohen (1993), we used the terms stress, hassles, and life events in combination with the term immune to search both databases. The reference lists of 11 review articles on stress and the immune system (Benschop, Geenen, et al., 1998; Biondi, 2001; Cacioppo, 1994; S. Cohen & Herbert, 1996; S. Cohen et al., 2001; Herbert & Cohen, 1993; Kiecolt-Glaser, Cacioppo, Malarkey, & Glaser, 1992; Kiecolt-Glaser, McGuire, Robles, & Glaser, 2002; Maier, Watkins, & Fleshner, 1994; O’Leary, 1990; Zorrilla et al., 2001) were then searched to identify additional articles.

We selected only articles that met a number of inclusion criteria. The first criterion was that the work had to include a measure of stress. This criterion could be met if a sample experiencing a stressor was compared with an unstressed control group, if a sample experiencing a stressor was compared with itself at a baseline that could reasonably be considered low stress, or if differing degrees of stress in a sample were assessed with an explicit measure of stress. This criterion was not met if, for example, anxiety—an affective state—was used as a proxy for stress, or if it seemed likely that a “baseline” assessment occurred during periods of significant stress. The second criterion was that the stressor had to be psychosocial. Stressors that included a significant physical element such as pain, cold, or physical exhaustion were eliminated (e.g., Antarctic isolation, space flight, military training). The third criterion was that the work had to include a measure of the immune system. This criterion was met by any enumerative or functional in vitro or in vivo immune assay. However, clinical disease outcomes such as HIV
progression or rhinovirus infection did not meet this criterion. Finally, we eliminated articles from which a meaningful effect size could not be abstracted. For example, when between- and within-subjects observations were treated as independent, the reported effect was likely to be inflated. In a few cases, effects of stress and clinical status were confounded—that is, a stressed clinical group was compared with an unstressed healthy group—and hence these studies were excluded from the meta-analysis.

**Stressor Classification**

We coded stressors in the articles into five classes: acute time-limited, brief naturalistic, event sequence, chronic, and distant. The most difficult distinctions among event sequence, chronic, and distant stressors were based on temporal and qualitative considerations. Event sequences included discrete stressors occurring 1 year or less before immune assessment and could be of any severity. These were most often normative stressors such as bereavement. Chronic stressors were ongoing stressors such as caregiving and disability. Distant stressors were severe, traumatic events that could meet the stressor criterion for posttraumatic stress disorder (American Psychiatric Association, 1994), such as combat exposure or abuse, and had happened more than 1 year before immune assessment. Most stressors in this category occurred 5 to 10 years before immune assessment. Disagreements in stressor classification were resolved by consensus. Subgroups for moderator analyses were similarly decided.

**The Meta-Analysis**

**Overview of procedures**—Meta-analysis is a tool for synthesizing research findings. It proceeds in two phases. In the first, effect sizes are computed for each study. An effect size represents the magnitude of the relationship between two variables, independent of sample size. In this context it can be viewed as a measure of how much two groups, one experiencing a stressor and the other not, differ on a specific immune outcome. In the second phase, effect sizes from individual studies are combined to arrive at an aggregate effect size for each immune outcome of interest.

We used Pearson’s $r$ as the effect size metric in this meta-analysis. Effect sizes for individual studies were computed using descriptive statistics presented in the original published reports. When these statistics were not available, we requested them from authors. This strategy was successful in most circumstances. To compute Pearson’s $r$ from descriptive statistics in between-subjects designs, we subtracted the control group mean from the stressed group mean and divided this value by the pooled sample standard deviation. The value that emerged from this computation, known as Cohen’s $d$, was then converted into a Pearson’s $r$ by taking the square root of the quantity $d^2/(d^2 + 4)$. (See Rosenthal, 1994.) To compute Pearson’s $r$ from descriptive statistics in within-subjects designs, we subtracted the group mean at baseline from the group mean during stress and divided this quantity by the sample standard deviation at baseline. This $d$ value was converted into a Pearson’s $r$ by taking the square root of the quantity $d^2/(d^2 + 4)$. In cases in which descriptive statistics were not available, Pearson’s $r$ was computed from inferential statistics using standard formulae (Rosenthal, 1994). These formulae had to be modified slightly for studies that used within-subjects designs because effect sizes are systematically overestimated when they are calculated from repeated measures test statistics (Dunlap, Cortina, Vaslow, & Burke, 1996). In these situations we derived effect size estimates using the formula $d = t_c[2 (1 - r)]^{1/2}$, where $t_c$ corresponds to the value of the $t$ statistic for correlated measures, and $r$ corresponds to the value of the correlation between outcome measures at pretest and posttest (Dunlap et al., 1996). Because very few studies reported the value of $r$, we used a value of .60 to compute effect sizes in this meta-analysis. This represents the average correlation between pre-stress and poststress measures of immune function in a series of studies performed in our laboratories. To ensure that the meta-analytic findings were robust to variations in $r$, we conducted follow-up analyses using $r$ values ranging from .45 to .
Very similar findings emerged from these analyses, suggesting that the values we present below are reliable estimates of effect size. If anything, they are probably conservative estimates, because the pre–post correlation between immune measures often is substantially lower than .60.

The effect size estimates from individual studies were subsequently aggregated using random-effects models with the software program Comprehensive Meta-Analysis (Borenstein & Rothstein, 1999). The random-effects model views each study in a meta-analysis as a random observation drawn from a universe of potential investigations. As such, it assumes that the magnitude of the relationship between stress and the immune system differs across studies as a result of random variance associated with sampling error and differences across individuals in the processes of interest. Because of these assumptions, random-effects models not only permit one to draw inferences about studies that have been done but also to generalize to studies that might be done in the future (Raudenbush, 1994; Shadish & Haddock, 1994). It also bears noting that in the population of studies on stress and immunity there is likely to be a fair amount of nonrandom variance, as researchers who examine ostensibly similar phenomena may still differ in terms of the samples they recruit, the operational definition of stress they use, and the laboratory methods they utilize to assess a specific immune process.

Separate random-effects models were computed for each immune outcome included in the meta-analysis. Prior to computing the random-effects model, values derived from each study were $z$-transformed by the software program, as recommended by Shadish and Haddock (1994), to stabilize variance. The $z$ values were later back-transformed into $r$ values to facilitate interpretation of the meta-analytic findings. In the end, each random-effects model yielded an aggregate weighted effect size $r$, which can be interpreted the same way as a correlation coefficient, ranging in value from $-1.00$ to $1.00$. Each $r$ statistic was weighted before aggregation by multiplying its value by the inverse of its variance; this procedure enabled larger studies to contribute to effect size estimates to a greater extent than smaller ones. Weighting effect sizes is important because larger studies provide more accurate estimates of true population parameters (Shadish & Haddock, 1994). After each aggregate effect size had been derived, we computed 95% confidence intervals around it, assessed whether it was statistically significant, and computed a heterogeneity coefficient to determine whether the studies contributing to it had yielded consistent findings. Following convention, aggregate effect sizes were considered statistically different from zero when (a) their corresponding $z$ value was greater than $1.96$ and (b) the 95% confidence intervals around them did not include the value zero (Rosenthal, 1991; Shadish & Haddock, 1994).

To determine whether the studies contributing to each aggregate effect size shared a common population value, we computed the heterogeneity statistic $Q$ (Shadish & Haddock, 1994). This statistic is chi-square distributed with $k - 1$ degrees of freedom, where $k$ represents the number of independent effect sizes included. When a statistically significant heterogeneity test emerged, we searched for moderators (characteristics of the participants, stressful experience, or measurement strategy) that could explain the variability across studies. The first step in this process involved estimating correlations between participant characteristics (e.g., mean age, percentage female) and immune effects to examine whether the strength of effects varied according to demographics. When it was possible to do so, we then stratified the studies according to characteristics of the stressful experience (e.g., duration, quality) or the measurement strategy (e.g., interview, checklist), and computed separate random-effects analyses for each subgroup.

**Handling missing data**—Occasionally authors of studies failed to report the descriptive or inferential statistics needed to compute an effect size. In some of these cases, the authors noted that there was a significant difference between a stressed and control group. When this...
occurred, we computed effect sizes assuming that p values were equivalent to .05. This represents a conservative approach because the actual p values were probably smaller. In other cases, the authors noted that a stressed and control group did not differ with respect to an immune outcome, but failed to provide any further statistical information. When this occurred, we computed effect sizes assuming that there was no difference at all between the groups (r = .00). Because there is seldom no difference at all between two groups, this also represents a conservative strategy. Imputation was used in less than 7% of cases.

**Handling dependent data**—The validity of a meta-analysis rests on the assumption that each value contributing an aggregate effect size is statistically independent of the others (Rosenthal, 1991). We devised a number of strategies to avoid violating this independence assumption. First, in studies that assessed stimulated-lymphocyte proliferation at multiple mitogen dosages, we computed the average effect size across mitogen dosages, and we used this value to derive aggregate indices. We used an analogous strategy for studies that assessed natural killer cell cytotoxicity at multiple effector:target cell ratios. Second, in studies that utilized designs in which multiple laboratory stressors were compared with a control condition, the average effect size across stressor conditions was computed and later used to derive aggregate indices. Because this averaging procedure in most cases yielded an effect size that was smaller than that of the most potent stressor, we also computed meta-analyses using the larger of the effect sizes from each study rather than the average. Doing so did not alter any of the substantive findings we report. Third, in studies in which immune outcomes were assessed on multiple occasions during a stressful experience, the average effect size across occasions was used to derive aggregate indices. Note that we did not conduct meta-analyses of recovery effects, that is, immune values after a stressor had ended. Although such an analysis would answer interesting questions about the stress-recovery process, there were not enough studies that included similar immune outcomes assessed at similar time points after stress to permit a complete analysis. Fourth, because some data were published in more than one outlet, we contacted authors of multiple publications to determine sample independence or dependence.

**Results**

**Preliminary Findings**

The meta-analysis is based on effect sizes derived from 293 independent studies. These studies were reported in 319 separate articles in peer-reviewed scientific journals (see Table 2). A total of 18,941 individuals participated in these studies. Their mean age was 34.8 years (SD = 15.9). Although the studies collectively included a broad range of age groups (range = 5–78 years), most focused heavily on younger adults. More than half of the studies (51.3%) had a mean age under 30.0 years, and more than four fifths (84.8%) had a mean age under 55.0 years. Slightly more than two thirds of the studies (68.5%) included women; in the average study almost half (42.8%) of the participants were female. The vast majority of studies (84.8%) focused on medically healthy adults. Of those that included medical populations, most focused on HIV/AIDS (k = 18; 38.3%), arthritis (k = 6; 12.8%), cancer (k = 5; 10.6%), or asthma (k = 4; 8.5%).

With respect to the kinds of stressors examined by studies in the meta-analysis, the most commonly utilized models were acute laboratory challenges (k = 85; 29.0%) and brief naturalistic stressors (k = 63; 21.5%). Stressful event sequences (k = 30; 10.2%), chronic

---

2The proportion of student samples varied across stressor categories. Nearly all of the studies of brief naturalistic stressors used student samples (k = 60; 95.2%) because these stressors were predominantly examinations. Student samples were also used in a large minority of acute time-limited stressor studies (k = 31; 40.5%) but constituted a small minority of samples used in studies of life-event checklists (k = 8; 14.0%) and studies of event sequences (k = 2; 6.6%), and student samples were not used in studies of chronic stressors or stress appraisals and intrusions. These are rough estimates, as some studies did not specify whether young adult samples were drawn from a student population.
stressors \((k = 23; 7.8\%)\), and distant traumatic experiences \((k = 9; 3.1\%)\) were explored less frequently. More than a quarter of the studies in the meta-analysis modeled the stress process by administering nonspecific life-event checklists \((k = 53; 18.1\%)\) and/or global perceived stress measures \((k = 21; 7.1\%)\) to participants. A small minority of studies examined whether reports of perceived stress or intrusive memories were associated with the extent of immune dysregulation within populations who had suffered a specific traumatic experience \((k = 9; 3.1\%)\).

The studies in the meta-analysis examined 292 distinct immune system outcomes. A minority of these outcomes were assessed in three or more studies \((k = 87; 30.0\%)\), and as such, they are the focus of the meta-analyses we present in the rest of this article (see Table 1). The most commonly assessed enumerative outcomes were counts of T-helper lymphocytes \((k = 90; 30.7\%)\), T-cytotoxic lymphocytes \((k = 81; 27.6\%)\), natural killer cells \((k = 67; 22.9\%)\), and total lymphocytes \((k = 52; 17.7\%)\). The most commonly assessed functional outcomes were natural killer cell cytotoxicity \((k = 94; 32.1\%)\) and lymphocyte proliferation stimulated by the mitogens phytohemagglutinin (PHA; \(k = 65; 22.2\%\)), concanavalin A (ConA; \(k = 39; 13.3\%\)), and pokeweed mitogen (PWM; \(k = 26; 8.9\%\)).

### Interpreting the Meta-Analytic Findings

Table 1 lists the immune parameters analyzed with the arm of the immune system to which they belong (natural or specific) and, briefly, their function. Where relevant, cell surface markers used to identify classes of immunocytes in flow cytometry are given. For example, the cell surface marker CD19 is used to identify B lymphocytes. Recall that different models of stress and the immune system posit differential effects of stress on subsets of the immune system—for example, natural versus specific immunity or cellular (Th1) versus humoral (Th2) immunity. Table 1 acts as a guide for interpreting the pattern of results in light of these models.

In the following sections we describe the meta-analytic results for each stressor category. A useful rule of thumb for judging effect sizes is to consider values of .10, .30, and .50 as corresponding to small, medium, and large effects, respectively (J. Cohen & Cohen, 1983); more generally, the aggregate effect size \(r\) can be interpreted in the same fashion as a correlation, with values ranging from \(-1.00\) to 1.00. Positive values indicate that the presence of a stressor increases a particular immune parameter relative to some baseline (or control) condition. We should caution the reader that in some analyses, our statistics are derived from as few as three independent studies. Although meta-analyses of small numbers of studies do not pose any major statistical problems, it is important to remember that they have limited power to detect statistically significant effect sizes. What a meta-analysis can accurately provide in these instances, however, is an estimate of how much and what direction a given stressor’s presence influences a specific immune outcome (i.e., an effect size estimate).

### Meta-Analytic Results for the Effects of Stressors

**Acute time-limited stressors**—Acute time-limited stressors included primarily experimental manipulations of stressful experiences, such as public speaking and mental arithmetic, that lasted between 5 and 100 min. Reliable effects on the immune system included increases in immune parameters, especially natural immunity. The most robust effect of this kind of experience was a marked increase in the number of natural killer cells \((r = .43)\) and large granular lymphocytes \((r = .53)\) in peripheral blood (see Table 3). This effect is consistent with the view that acute stressors cause immune cells to redistribute into the compartments in which they will be most effective (Dhabhar & McEwen, 1997). However, other types of lymphocytes did not show robust redistribution effects: B cells and T-helper cells showed very little change \((rs = -.07\) and .01, respectively\), and this change was not statistically significant across studies. T-cytotoxic lymphocytes did tend to increase reliably in peripheral blood,
though to a lesser degree than their natural immunity counterparts ($r = .20$); this increase drove a reliable decline in the T-helper:T-cytotoxic ratio ($r = -.23$). However, natural killer cells as well as T-cytotoxic cells can express CD8, the marker most often used to define the latter population. Because some studies did not use the T cell receptor (CD3) to differentiate between CD3–CD8+ natural killer cells and CD3+CD8+ T-cytotoxic cells, it is possible that the effect for “T-cytotoxic cells” is actually being driven by natural killer cells (Benschop, Rodriguez-Feuerhahn, & Schedlowski, 1996).

The results for cell percentages roughly parallel those for number. However, the percentage data are harder to interpret because any given parameter is linearly dependent on the other parameters: For example, the enumerative data suggest that the decrease in percentage T-helper cells ($r = -.24$) is probably an artifact of the increases in percentage natural killer cells ($r = .24$) and percentage T-cytotoxic cells ($r = .09$).

Another effect that may be considered a redistribution effect is the significant increase in secretory IgA in saliva ($r = .22$). The time frame of these acute stressors is too short for the synthesis of a significant amount of new antibody; therefore, this increase is probably due to release of already-synthesized antibody from plasma cells and increased translocation of antibody across the epithelium and into saliva (Bosch, Ring, de Geus, Veerman, & Amerongen, 2002). This effect therefore represents relocation, albeit of an immune protein rather than an immune cell.

There were also a number of functional effects. First, natural killer cell cytotoxicity significantly increased with acute stressors ($r = .30$), but only when the concomitant increase in proportion of natural killer cells in the effector mix was not removed statistically. When examined on a per-cell basis, cytotoxicity did not significantly increase ($r = .12$). One could, therefore, consider the increase in cytotoxicity a methodological artifact of the definition of effector in effector:target ratios. However, to the degree that one is interested in the general cytotoxic potential of the contents of peripheral blood rather than that of a specific natural killer cell, the uncorrected value is more illustrative. Second, mitogen-stimulated proliferative responses decreased significantly. Again, this could be a methodological artifact of the mix of cells in the assay. However, the proportion of total T and B cells, which are responsible for the proliferative response to PWM and ConA, did not decrease as reliably or as much as did the proliferative response ($rs = -.05$ to $-.11$ vs. $-.10$ to $-.17$), suggesting that acute stressors do decrease this function of specific immunity. Finally, the production of two cytokines, IL-6 and IFN$\gamma$, was increased significantly following acute stress ($rs = .28$ and .21, respectively).

The data for acute stressors, therefore, support an upregulation of natural immunity, as reflected by increased number of natural killer cells in peripheral blood, and potential downregulation of specific immunity, as reflected by decreased proliferative responses. Other indicators of upregulated natural immunity include increased neutrophil numbers in peripheral blood ($r = .30$), increased production of a proinflammatory cytokine (IL-6), and increased production of a cytokine that potently stimulates macrophages and natural killer cells as well as T cells (IFN$\gamma$). The only exception to this pattern was the increased secretion of IgA antibody, which is a product of the specific immune response. An interesting question for future research is whether this effect is part of a larger nonspecific protein release in the oral cavity in response to acute stress (cf. Bosch et al., 2002).

It bears noting that a number of the findings presented in Table 3 are accompanied by significant heterogeneity statistics. To identify moderating variables that might explain some of this heterogeneity, we examined whether effect sizes varied according to demographic characteristics of the sample (mean age and percentage female) or features of the acute challenge (its duration and nature). Neither of the demographic characteristics showed a
consistent relationship with immune outcomes. Although these findings suggest that acute time-limited stressors elicit a similar pattern of immune response for men and women across the life span, this conclusion needs to be viewed somewhat cautiously given the narrow range of ages found in these studies. We also did not find a consistent pattern of relationships between features of the acute challenge and immune outcomes. Acute stressors elicited similar patterns of immune change across a wide spectrum of durations ranging from 5 through 100 min and irrespective of whether they involved social (e.g., public speaking), cognitive (e.g., mental arithmetic), or experiential (e.g., parachute jumping) forms of stressful experience.

Brief naturalistic stressors—Table 4 presents the meta-analysis of brief naturalistic stressors for medically healthy adults. The vast majority of these stressors (k = 60; 95.2%) involved students facing academic examinations. In contrast to the acute time-limited stressors, examination stress did not markedly affect the number or percentage of cells in peripheral blood. Instead, the largest effects were on functional parameters, particularly changes in cytokine production that indicate a shift away from cellular immunity (Th1) and toward humoral immunity (Th2). Brief stressors reliably changed the profile of cytokine production via a decrease in a Th1-type cytokine, IFNγ (r = −.30), which stimulates natural and cellular immune functions, and increases in the Th2-type cytokines IL-6 (r = .26), which stimulates natural and humoral immune functions, and IL-10 (r = .41), which inhibits Th1 cytokine production. Note that IFNγ and IL-6 share the property of stimulating natural immunity but differentially stimulate cytotoxic versus inflammatory effector mechanisms. Their dissociation after brief naturalistic stress indicates differential effects between Th1 and Th2 responses rather than natural and specific responses.

The functional assay data are consistent with this suggestion of suppression of cellular immunity via decreased Th1 cytokine production: The T cell proliferative response significantly decreased with brief stressors (r = −.19 to −.32), as did natural killer cell cytotoxicity (r = −.11). Increased antibody production to latent virus, particularly Epstein-Barr virus (r = .20), is also consistent with suppression of cellular immunity, enhancement of humoral immunity, or both.

There was also evidence that age contributed to vulnerability to stress-related immune change during brief naturalistic stressors, even within a limited range of relatively young ages. When we examined whether effect sizes varied according to demographic characteristics of the sample, sex ratio did not show a consistent pattern of relations with immune processes. However, the mean age of the sample was strongly related to study effect size. To the extent that a study enrolled participants of older ages, it was likely to observe more pronounced decreases in natural killer cell cytotoxicity (r = −.58, p = .04; k = 14), T lymphocyte proliferation to the mitogens PHA (r = −.58, p = .04; k = 13) and ConA (r = −.31, p = .38; k = 9), and production of the cytokine IFNγ (r = −.63, p = .09; k = 8) in response to brief naturalistic stress. The strength of these findings is particularly surprising given the narrow range of ages found in studies of brief natural stress; the mean participant age in this literature ranged from 15.7 to 35.0 years.

We also calculated effect sizes for three studies examining the effects of examination stress on individuals with asthma (see Table 5). These three studies, all emanating from a team of investigators at the University of Wisconsin—Madison, found that stress reliably increased superoxide release (r = .20 to .37) and decreased natural killer cell cytotoxicity (r = −.33). Because natural killer cells are stimulated by Th1 cytokines, this change is consistent with a Th1-to-Th2 shift. However, stress also reliably increased T cell proliferation to PHA (r = .32), which is not consistent with such a shift. The generally larger effect sizes are consistent with the idea that individuals with immunologically mediated disease are more susceptible to stress-related immune dysregulation, but the reversed sign for T cell proliferation also indicates that
that pattern of dysregulation may also be more disorganized. That is, the organized pattern of suppression of Th1 but not Th2 immune responses in healthy individuals undergoing brief stressors may reflect regulation in the healthy immune system. In contrast, the lack of regulation in a diseased immune system may lead to more chaotic changes during stressors.

**Stressful event sequences**—The meta-analysis of stressful event sequences is presented in Table 6. With the exception of significant increases in the number of circulating natural killer cells and the number of antibodies to the latent Epstein-Barr virus, the findings indicate that stressful event sequences are not associated with reliable immune changes. For many immune outcomes, however, significant heterogeneity statistics are evident. Studies of healthy adults generally fell into two categories that yielded disparate patterns of immune findings. The largest group of studies focused on the death of a spouse as a stressor and, as such, used samples consisting primarily of older women. Collectively, these studies found that losing a spouse was associated with a reliable decline in natural killer cell cytotoxicity \( r = -0.23, p = .01; k = 6 \) but not with alterations in stimulated-lymphocyte proliferation by the mitogens ConA \( r = -0.04, p = .45; k = 4 \), PHA \( r = -0.01, p = .93; k = 7 \), or PWM \( r = -0.08, p = .76; k = 3 \) or with changes in the number of T-helper lymphocytes \( r = 0.07, p = .52; k = 6 \) or T-cytotoxic lymphocytes \( r = -0.13, p = .45; k = 5 \) in peripheral blood. The next largest group of studies in this area examined immune responses to disasters, which may have different neuroendocrine consequences than loss; whereas loss is generally associated with increases in cortisol, trauma may be associated with decreases in cortisol (Yehuda, 2001; Yehuda, McFarlane, & Shalev, 1998). Natural disaster samples tended to focus on middle-aged adults of both sexes who were direct victims of the disaster, rescue workers at the scene, or personnel at nearby medical centers. There were medium-size effects suggesting increases in natural killer cell cytotoxicity \( r = 0.25, p = .53; k = 4 \) and stimulated-lymphocyte proliferation by the mitogen PHA \( r = 0.26, p = .33; k = 2 \), as well as decreases in the number of T-helper lymphocytes \( r = -0.20, p = .43; k = 2 \) and T-cytotoxic lymphocytes \( r = -0.23, p = .55; k = 2 \) in the circulation. However, none of them was statistically significant because of the small number of studies involved, and therefore these effects should be considered suggestive but not reliable.

An additional group of studies in this area examined immune responses to a positive initial biopsy for breast cancer in primarily middle-aged female participants before and after the procedure. The three studies of this nature did not yield a consistent pattern of relations with any of the immune outcomes.

In summary, stressful event sequences did not elicit a robust pattern of immune changes when considered as a whole. When these sequences are broken down into categories reflecting the stressor’s nature, the meta-analysis yields evidence of declines in natural immune response following the loss of a spouse, nonsignificant increases in natural and specific immune responses following exposure to natural disaster, and no immune alterations with breast biopsy. Unfortunately, we cannot determine whether these disparate patterns of immune response are attributable to features of the stressors, demographic or medical characteristics of the participants, or some interaction between these factors.

**Chronic stressors**—Chronic stressors included dementia caregiving, living with a handicap, and unemployment. Like other nonacute stressors, they did not have any systematic relationship with enumerative measures of the immune system. They did, however, have negative effects on almost all functional measures of the immune system (see Table 7). Both natural and specific immunity were negatively affected, as were Th1 (e.g., T cell proliferative responses) and Th2 (e.g., antibody to influenza vaccine) parameters. The only nonsignificant change was for antibody to latent virus; this effect size was substantial \( r = .44 \), but there was also substantial heterogeneity. Further analyses showed that demographics did not moderate
this effect: Immune responses to chronic stressors were equally strong across the age spectrum as well as across sex.

**Distant stressors**—Distant stressors were traumatic events such as combat exposure or abuse occurring years prior to immune assessment. The meta-analytic results for distant stressors appear in Table 8. The only immune outcome that has been examined regularly in this literature is natural killer cell cytotoxicity, and it is not reliably altered in persons who report a distant traumatic experience.

**Meta-Analytic Results for the Effects of Checklists and Ratings**

**Nonspecific life events**—Most of the studies in this area examined whether immune responses varied as a function of the number of life events a person endorsed on a standard checklist, a person’s rating of the impact of those events, or both. As Table 9 illustrates, this methodology yielded little in the way of significant outcomes in healthy participants. To determine whether vulnerability to life events might vary across the life span, we divided studies into two categories on the basis of a natural break in the age distribution. These analyses provided evidence that older adults are especially vulnerable to life-event–induced immune change. In studies that used samples of adults who had a mean age above 55, life events were associated with reliable declines in lymphocyte-proliferative responses to PHA ($r = -0.40, p = .05; k = 2$) and natural killer cell cytotoxicity ($r = -0.59, p = .001; k = 2$). These effects were much weaker in studies with a mean age below 55: Life events were not associated with proliferative responses to PHA ($r = -0.22, p = .24; k = 2$), and showed a reliable but modest relationship with natural killer cell cytotoxicity ($r = -0.10, p = .03; k = 8$). The differences in effect size between older and younger adults were statistically significant for natural killer cell cytotoxicity ($p < .001$) but not PHA-induced proliferation ($p < .15$). None of the other moderators we examined—sex ratio, kind of life event assessed (daily hassle vs. major event), or the method used to do so (checklist vs. interview)—was related to immune outcomes.

Table 10 presents the relationship between life events and immune parameters in participants with HIV/AIDS. The presence of life events was associated with a significant reduction in the number of natural killer cells and a marginal reduction in the number of T-cytotoxic lymphocytes. It is unrelated to the number of T-helper lymphocytes, the percentage of T-cytotoxic lymphocytes, and the T-helper:T-cytotoxic ratio, all of which are recognized indicators of disease progression for patients with HIV/AIDS.

We have already proposed that immunological disease diminishes the resilience and self-regulation of the immune system, making it more vulnerable to stress-related disruption, and this may be the case in HIV-infected versus healthy populations. However, studies of HIV-infected populations also utilized more refined measures of life events (interviews that factor in biographical context) than did studies of healthy populations (typically, checklist measures). Unfortunately, we cannot differentiate between these explanations on the basis of the available data.

**Global stress appraisals and intrusive thoughts**—The meta-analysis of stress appraisals and intrusive thoughts is displayed in Table 11. These studies generally enrolled large populations of adults who were not experiencing any specific form of stress and examined whether their immune responses varied according to stress appraisals and/or intrusive thoughts. This methodology was unsuccessful at documenting immune changes related to stress. Because of the small number of studies in this category, moderator analyses could not be performed.

The meta-analysis results shown in Table 12 address a similar question with regard to persons who are in the midst of a specific event sequence or a chronic stressor. To the extent that they appraise their lives as stressful or report the occurrence of intrusive thoughts, these individuals
exhibit a significant reduction in natural killer cell cytotoxicity. Although this effect does not extend to the number of T-helper and T-cytotoxic lymphocytes in the circulation, it suggests that a person’s subjective representation of a stressor may be a determinant of its impact on the immune response.

Evidence Regarding Type I Error and Publication Bias

The large number of effect sizes generated by the meta-analysis raises the possibility of Type I error. One strategy for evaluating this concern involves dividing the number of significant findings in a meta-analysis by the total number of analyses conducted. When we performed this calculation, a value of 25.6% emerged, suggesting that more than one fourth of the analyses yielded reliable findings. This exceeds the 5% value at which investigators typically become concerned about Type I error rates and gives us confidence that the meta-analytic findings presented here are robust.

A second concern arises from the publication bias toward positive findings, which could skew meta-analytic results toward larger effect sizes. Fortunately, recent advances in meta-analysis enable one to evaluate the extent of this publication bias by using graphical techniques. A funnel plot can be drawn in which effect sizes are plotted against sample sizes for any group of studies. Because most studies in any given area have small sample sizes and therefore tend to yield more variable findings, the plot should end up looking like a funnel, with a narrow top and a wide bottom. If there is a bias against negative findings in an area, the plot is shifted toward positive values or a chunk of it will be missing entirely.

We drew funnel plots for all of the immune outcomes in the meta-analysis for which there were a sufficient number of observations. Although not all of them yielded perfect funnels, there was no systematic evidence of publication bias. Space limitations prevent us from including all plots; however, Figure 1 displays three plots that are prototypical of those we drew. As is evident from the data in the figure, psychoneuroimmunology researchers seem to be reporting positive and negative findings—and not hiding unfavorable outcomes when they do emerge. Thus, we do not have any major concerns about publication bias leading this meta-analysis to dramatically overestimate effect sizes.

Discussion

The immune system, once thought to be autonomous, is now known to respond to signals from many other systems in the body, particularly the nervous system and the endocrine system. As a consequence, environmental events to which the nervous system and endocrine system respond can also elicit responses from the immune system. The results of meta-analysis of the hundreds of research reports generated by this hypothesis indicate that stressful events reliably associate with changes in the immune system and that characteristics of those events are important in determining the kind of change that occurs.

Models of Stress and the Immune System

Selye’s (1975) seminal findings suggested that stress globally suppressed the immune system and provided the first model for how stress and immunity are related. This model has recently been challenged by views that relations between stress and the immune system should be adaptive, at least within the context of fight-or-flight stressors, and an even newer focus on the balance between cellular and humoral immunity. The present meta-analytic results support three of these models. Depending on the time frame, stressors triggered adaptive upregulation of natural immunity and suppression of specific immunity (acute time-limited), cytokine shift (brief naturalistic), or global immunosuppression (chronic).
When stressors were acute and time-limited—that is, they generally followed the temporal parameters of fight-or-flight stressors—there was evidence for adaptive redistribution of cells and preparation of the natural immune system for possible infection, injury, or both. In evolution, stressor-related changes in the immune system that prepared the organisms for infections resulting from bites, puncture wounds, scrapes, or other challenges to the integrity of the skin and blood could be selected for. This process would be most adaptive when it was also efficient and did not divert excess energy from fight-or-flight behavior. Indeed, changes in the immune system following acute stress conformed to this pattern of efficiency and energy conservation. Acute stress upregulated parameters of natural immunity, the branch of the immune system in which most changes occurred, which requires only minimal time and energy investment to act against invaders and is also subject to the fewest inhibitory constraints on acting quickly (Dopp et al., 2000; Sapolsky, 1998). In contrast, energy may actually be directed away from the specific immune response, as indexed by the decrease in the proliferative response. The specific immune response in general and proliferation in particular demand time and energy; therefore, this decrease might indicate a redirection away from this function. Similar redirection occurs during fight-or-flight stressors with regard to other nonessential, future-oriented processes such as digestion and reproduction. As stressors became more chronic, the potential adaptiveness of the immune changes decreased. The effect of brief stressors such as examinations was to change the potency of different arms of specific immunity—specifically, to switch away from cellular (Th1) immunity and toward humoral (Th2) immunity.

The stressful event sequences tended to fall into two substantive groups: bereavement and trauma. Bereavement was associated with decreased natural killer cell cytotoxicity. Trauma was associated with nonsignificantly increased cytotoxicity and increased proliferation but decreased numbers of T cells in peripheral blood. The different results for loss and trauma mirror neuroendocrine effects of these two types of adverse events. Loss—maternal separation in nonhuman animals and bereavement in humans—is commonly associated with increased cortisol production (Irwin, Daniels, Risch, Bloom, & Weiner, 1988; Laudenslager, 1988; McCleery, Bhagwagar, Smith, Goodwin, & Cowen, 2000). In contrast, trauma and posttraumatic stress disorder are commonly associated with decreased cortisol production (see Yehuda, 2001; Yehuda et al., 1998, for reviews). To the degree that cortisol suppresses immune function such as natural killer cell cytotoxicity, these results have the potential to explain the different effects of loss and trauma event sequences.

The most chronic stressors were associated with the most global immunosuppression, as they were associated with reliable decreases in almost all functional immune measures examined. Increasing stressor duration, therefore, resulted in a shift from potentially adaptive changes to potentially detrimental changes, initially in cellular immunity and then in immune function more broadly. It is important to recognize that although the effects of chronic stressors may be due to their duration, the most chronic stressors were associated with changes in identity or social roles (e.g., acquiring the role of caregiver or refugee or losing the role of employee). These chronic stressors may also be more persistent, that is, constantly rather than intermittently present. Finally, chronic stressors may be less controllable and afford less hope for control in the future. These qualities could contribute to the severity of the stressor in terms of both its psychological and physiological impact.

Increasing stressor chronicity also impacted the type of parameter in which changes were seen. Compared with the natural immune system, the specific immune system is time and energy intensive and as such is expected to be invoked only when circumstances (either a stressor or an infection; cf. Maier & Watkins, 1998) persist for a longer period of time. Affected immune domains—natural versus specific—were consistent with the duration of the stressors—acute versus chronic. Furthermore, changing immune responses via redistribution of cells can happen
much faster than changes via the function of cells. The time frames of the stressor and the immune domain were also consistent; acute stress affected primarily enumerative measures, whereas stressors of longer duration affected primarily functional measures.

The results of these analyses suggest that the dichotomization of the immune system into natural and specific categories and, within specific immunity, into cellular and humoral measures, is a useful starting point with regard to understanding the effects of stressors. Categorizing an immune response is a difficult process, as each immune response is highly redundant and includes natural, specific, cellular, and humoral immune responses acting together. Given this redundancy, the differential results within these theoretical divisions were remarkably, albeit not totally, consistent. As further immunological research defines these divisions more subtly, the results with regard to stressors may become even clearer. However, the present results suggest that the categories used here are meaningful.

The results of this meta-analysis reflect the theoretical and empirical progress of this literature over the past 4 decades. Increased differentiation in the quality of stressors and the immunological parameters investigated have allowed complex models to be tested. In contrast, previous meta-analyses were bound by a small number of more homogenous studies. Herbert and Cohen (1993) reported on 36 studies published between 1977 and 1991, finding broadly immunosuppressive effects of stress. Zorrilla et al. (2001) reported on 82 studies published between 1980 and 1996, finding potentially adaptive effects of acute stressors in addition to evidence for immunosuppression with longer stressors. It is important to note that meta-analytic findings are bound by the models tested in the literature. As more complex models are tested, more complex relationships emerge in meta-analysis. We next consider some such areas of complexity that should be considered in future psychoneuroimmunoimmunology research.

### Individual Differences and Immune Change Under Stress

The meta-analytic results indicate that organismic variables such as age and disease status moderate vulnerability to stress-related decreases in functional immune measures. Both aging and HIV are associated with immune senescence and loss of responsiveness (Effros et al., 1994; Effros & Pawelec, 1997), and both are also associated with disruption of neuroendocrine inputs to the immune system (Kumar et al., 2002; Madden, Thyagarajan, & Felten, 1998). The loss of self-regulation in disease and aging likely makes affected people more susceptible to negative immunological effects of stress. Finally, the meta-analysis did not reveal effects of sex on immune responses to stressors. However, these comparisons simply correlated the sex ratio of the studies with effect sizes. Grouping data by sex would afford a more powerful comparison, but few studies organized their data that way. Gender may moderate the effects of stress on immunity by virtue of the effects of sex hormones on immunity; generally, men are considered to be more biologically vulnerable (Maes, 1999), and they may be more psychosocially vulnerable (e.g., Scanlan, Vitaliano, Ochs, Savage, & Borson, 1998).

It seems likely to us that individual differences in subjective experience also make a substantive contribution to explaining this phenomenon. Studies have convincingly demonstrated that people’s cardiovascular and neuroendocrine responses to stressful experience are dependent on their appraisals of the situation and the presence of intrusive thoughts about it (Baum et al., 1993; Frankenhauser, 1975; Tomaka et al., 1997). Although the same logic should apply to people’s immune responses to stressful experience, few of the studies in this area have included measures of subjective experience, and those reports were limited by methodological issues such as aggregation across heterogeneous stressors. As a consequence, measures of subjective experience were not significantly associated with immune parameters in healthy research participants, with the exception of a modest ($r = -.10$) relationship between intrusive thoughts and natural killer cell cytotoxicity. Psychological variables such as personality and emotion can give rise to individual differences in psychological and concomitant immunological
responses to stress. Optimism and coping, for example, moderated immunological responses to stressors in several studies (e.g., Barger et al., 2000; Bosch et al., 2001; Cruess et al., 2000; Segerstrom, 2001; Stowell, Kiecolt-Glaser, & Glaser, 2001).

Mechanisms of Stress Effects on the Immune System

Virtually nothing is known about the psychological pathways linking stressors with the immune system. Many theorists have argued that affect is a final common pathway for stressors (e.g., S. Cohen, Kessler, & Underwood, 1995; Miller & Cohen, 2001), yet studies have enjoyed limited success in attempting to explain people’s immune responses to life experiences on the basis of their emotional states alone (Bower et al., 1998; Cole, Kemeny, Taylor, Visscher, & Fahey, 1998; Miller, Dopp, Myers, Stevens, & Fahey, 1999; Segerstrom, Taylor, Kemeny, & Fahey, 1998). Furthermore, many studies have focused on the immune effects of emotional valence (e.g., unhappy vs. happy; Futterman, Kemeny, Shapiro, & Fahey, 1994), but the immune system may be even more closely linked to emotional arousal (e.g., stimulated vs. still), especially during acute stressors (S. Cohen et al., 2000). Finally, it is possible that emotion will prove to be relatively unimportant and that other mental processes such as motivational states or cognitive appraisals will prove to be the critical psychological mechanisms linking stress and the immune system (cf. Maier, Waldstein, & Synowski, 2003).

In terms of biological mechanisms, the field is further along, but much remains to be learned. A series of studies in the mid-1990s was able to show via beta-adrenergic blockade that activation of the sympathetic nervous system was responsible for the immune system effects of acute stressors (Bachen et al., 1995; Benschop, Nieuwenhuis, et al., 1994). Apart from these findings, however, little is known about biological mechanisms, especially with regard to more enduring stressors that occur in the real world. Studies that have attempted to identify hormonal pathways linking stressors and the immune system have enjoyed limited success, perhaps because they have utilized snapshot assessments of hormones circulating in blood. Future studies can maximize their chances of identifying relevant mediators by utilizing more integrated measures of hormonal output, such as 24-hr urine collections or diurnal profiles generated through saliva collections spaced throughout the day (Baum & Grunberg, 1995; Stone et al., 2001).

Future studies could also benefit from a greater emphasis on behavior as a potential mechanism. This strategy has proven useful in studies of clinically depressed patients, in which decreased physical activity and psychomotor retardation (Cover & Irwin, 1994; Miller, Cohen, & Herbert, 1999), increased body mass (Miller, Stetler, Carney, Freedland, & Banks, 2002), disturbed sleep (Cover & Irwin, 1994; Irwin, Smith, & Gillin, 1992), and cigarette smoking (Jung & Irwin, 1999) have been shown to explain some of the immune dysregulation evident in this population. There is already preliminary evidence, for instance, that sleep loss might be responsible for some of the immune system changes that accompany stressors (Hall et al., 1998; Ironson et al., 1997).

Stress, the Immune System, and Disease

The most pressing question that future research needs to address is the extent to which stressor-induced changes in the immune system have meaningful implications for disease susceptibility in otherwise healthy humans. In the 30 years since work in the field of psychoneuroimmunology began, studies have convincingly established that stressful experiences alter features of the immune response as well as confer vulnerability to adverse medical outcomes that are either mediated by or resisted by the immune system. However, with the exception of recent work on upper respiratory infection (S. Cohen, Doyle, & Skoner, 1999), studies have not yet tied these disparate strands of work together nor determined whether immune system changes are the mechanism through which stressors increase susceptibility to
disease onset. In contrast, studies of vulnerable populations such as people with HIV have shown changes in immunity to predict disease progression (Bower et al., 1998).

To test an effect of this nature, researchers need to build clinical outcome assessments into study designs where appropriate. For example, chronic stressors reliably diminish the immune system’s capacity to produce antibodies following routine influenza vaccinations (see Table 7). Yet as far as we are aware, none of these studies has tracked illness to explore whether stress-related disparities in vaccine response might be sufficient to heighten susceptibility to clinical infection with influenza. Cytokine expression represents a relatively new and promising example of an avenue for research linking stress, immune change, and disease. For example, chronic stress may elicit prolonged secretion of cortisol, to which white blood cells mount a counterregulatory response by downregulating their cortisol receptors. This downregulation, in turn, reduces the cells’ capacity to respond to anti-inflammatory signals and allows cytokine-mediated inflammatory processes to flourish (Miller, Cohen, & Ritchey, 2002). Stress therefore might contribute to the course of diseases involving excessive nonspecific inflammation (e.g., multiple sclerosis, rheumatoid arthritis, coronary heart disease) and thereby increase risk for excess morbidity and mortality (Ershler & Keller, 2000; Papanicolaou et al., 1998; Rozanski, Blumenthal, & Kaplan, 1999). Another example of the importance of cytokines to clinical pathology is in asthma and allergy, in which emerging evidence implicates excess Th2 cytokine secretion in the exacerbation of these diseases (Busse & Lemanske, 2001; Luster, 1998).

Conclusion

Sapolsky (1998) wrote,

> Stress-related disease emerges, predominantly, out of the fact that we so often activate a physiological system that has evolved for responding to acute physical emergencies, but we turn it on for months on end, worrying about mortgages, relationships, and promotions. (p. 7)

The results of this meta-analysis support this assertion in one sense: Stressors with the temporal parameters of the fight-or-flight situations faced by humans’ evolutionary ancestors elicited potentially beneficial changes in the immune system. The more a stressor deviated from those parameters by becoming more chronic, however, the more components of the immune system were affected in a potentially detrimental way.

Further research is needed to support two other ideas elicited by this quote: the idea that subjective experience such as worry is more likely to result in stress-related immune change than objective experience and the idea that stress-related immune change results in stress-related disease. Though the results of the meta-analysis were not encouraging on the first point, many of these studies suffered from methodological limitations. We hope that these results will inform investigations that go beyond the relationship between a stressful event and an immune parameter to investigate the psychological phenomena that mediate that relationship. Finally, these results can also inform investigations into stress, immunity, and disease process. Whether the disease is characterized by natural or specific immunity, its cytokine profile, and its regulation by anti-inflammatory agents such as cortisol, may determine the disparate effects of different kinds of stressors.
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Figure 1.
Funnel plots depicting relationship between effect size and sample size. PHA = phytohemagglutinin.
### Table 1

**Immune Parameters Reported and Critical Characteristics**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Arm of immune system</th>
<th>Function</th>
<th>Cell surface marker</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cell</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leukocytes</td>
<td>Natural</td>
<td>All white cells</td>
<td></td>
</tr>
<tr>
<td>Granulocytes</td>
<td>Natural</td>
<td>Inflammation</td>
<td></td>
</tr>
<tr>
<td>Neutrophils</td>
<td>Natural</td>
<td>Inflammation, phagocytosis</td>
<td></td>
</tr>
<tr>
<td>Eosinophils</td>
<td>Natural</td>
<td>Inflammation</td>
<td></td>
</tr>
<tr>
<td>Monocytes/macrophages</td>
<td>Natural</td>
<td>Inflammation, phagocytosis</td>
<td></td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>Specific</td>
<td>All lymphocytes</td>
<td>CD2</td>
</tr>
<tr>
<td>T lymphocytes</td>
<td>Specific</td>
<td>Cellular immunity</td>
<td>CD3, CD45RA (naive)</td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>Specific</td>
<td>Cellular (Th1) or humoral (Th2)</td>
<td>CD4</td>
</tr>
<tr>
<td>T-lymphocytes</td>
<td>Specific</td>
<td>Cellular (Th1) immunity</td>
<td></td>
</tr>
<tr>
<td>B lymphocytes</td>
<td>Specific</td>
<td>Humoral (Th2) immunity</td>
<td>CD19, CD20</td>
</tr>
<tr>
<td>Activated B lymphocytes</td>
<td>Specific</td>
<td>Humoral (Th2) immunity</td>
<td>CD23, CD30</td>
</tr>
<tr>
<td>Natural killer cells</td>
<td>Natural</td>
<td>Cellular (Th1) immunity</td>
<td>CD16, CD56, CD57</td>
</tr>
<tr>
<td><strong>Immunoglobulin</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IgA, IgG, IgM</td>
<td>Specific</td>
<td>Humoral (Th2) immunity</td>
<td></td>
</tr>
<tr>
<td>Anti-EBV IgG</td>
<td>Specific</td>
<td>Index of EBV replication/activation</td>
<td></td>
</tr>
<tr>
<td>Anti-HSV IgG</td>
<td>Specific</td>
<td>Index of HSV replication/activation</td>
<td></td>
</tr>
<tr>
<td>Anti-influenza IgG postimmunization</td>
<td>Specific</td>
<td>Humoral (Th2) immunity</td>
<td></td>
</tr>
<tr>
<td><strong>Cytokine</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interleukin-1β</td>
<td>Natural</td>
<td>Inflammation, T cell activation</td>
<td></td>
</tr>
<tr>
<td>Interleukin-2</td>
<td>Specific</td>
<td>T cell activation (Th1)</td>
<td></td>
</tr>
<tr>
<td>Interleukin-4</td>
<td>Specific</td>
<td>B cell activation, antibody production (Th2)</td>
<td></td>
</tr>
<tr>
<td>Interleukin-6</td>
<td>Natural</td>
<td>Inflammation</td>
<td></td>
</tr>
<tr>
<td>Interleukin-10</td>
<td>Specific</td>
<td>Inhibits T cell activation (Th2)</td>
<td></td>
</tr>
<tr>
<td>Interferon-γ</td>
<td>Natural and specific</td>
<td>Macrophage, natural killer cell, and T cell activation (Th1)</td>
<td></td>
</tr>
<tr>
<td>Tumor necrosis factor-α</td>
<td>Natural</td>
<td>Inflammation</td>
<td></td>
</tr>
<tr>
<td>Complement</td>
<td>Natural</td>
<td>Increases effectiveness of natural immunity</td>
<td>C3</td>
</tr>
<tr>
<td><strong>Functional assay</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutrophil superoxide release</td>
<td>Natural</td>
<td>Inflammation</td>
<td></td>
</tr>
<tr>
<td>Natural killer cell cytotoxicity</td>
<td>Natural</td>
<td>Cellular (Th1) immunity</td>
<td></td>
</tr>
<tr>
<td>Proliferation to ConA</td>
<td>Specific</td>
<td>Cellular (Th1) immunity (T cell proliferation)</td>
<td></td>
</tr>
<tr>
<td>Proliferation to PHA</td>
<td>Specific</td>
<td>Cellular (Th1) immunity (T cell proliferation)</td>
<td></td>
</tr>
<tr>
<td>Proliferation to PWM</td>
<td>Specific</td>
<td>Cellular (Th1) and humoral (Th2) immunity (T and B cell proliferation)</td>
<td></td>
</tr>
</tbody>
</table>

*Note. Th1 = cells that direct a response to intracellular pathogens; Th2 = cells that direct a response to extracellular pathogens; IgA = immunoglobulin A; IgG = immunoglobulin G; IgM = immunoglobulin M; EBV = Epstein-Barr virus; HSV = herpes simplex virus; ConA = concanavalin A; PHA = phytohemagglutinin; PWM = pokeweed mitogen.*
Studies Used in the Meta-Analysis by Type of Stressor

<table>
<thead>
<tr>
<th>Acute time-limited</th>
<th>Brief naturalistic</th>
<th>Event sequence</th>
<th>Chronic</th>
<th>Distant</th>
<th>Life event</th>
<th>Stress appraisal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi et al., 1993</td>
<td>Kamei et al., 1997, 1998</td>
<td>Pottingale et al., 1994</td>
<td>Scanlan et al., 1998</td>
<td>Scanlan et al., 1998</td>
<td>Kubitz et al., 1986</td>
<td>Song et al., 1999</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>M. W. Linn et al., 1983, 1984</td>
<td>Wilcox et al., 2000</td>
</tr>
<tr>
<td>Acute time-limited</td>
<td>Brief naturalistic</td>
<td>Event sequence</td>
<td>Chronic</td>
<td>Distant</td>
<td>Life event</td>
<td>Stress appraisal</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------</td>
<td>----------------</td>
<td>----------</td>
<td>---------</td>
<td>------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Dugué et al., 1993</td>
<td>Lowe et al., 2000</td>
<td>Zisook et al., 1994</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geenen et al., 1998</td>
<td>Marchesi et al., 1989</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gerris et al., 1996</td>
<td>Marucha et al., 1998</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goebel &amp; Mills, 2000</td>
<td>McClelland et al., 1985</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goebel et al., 2000</td>
<td>Ockenfels et al., 1994</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Herbert et al., 1994</td>
<td>Paik et al., 2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jacobs et al., 2001</td>
<td>Segerstrom, 2001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jern et al., 1989</td>
<td>Segerstrom et al., 1998</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Johnson et al., 1996</td>
<td>Song et al., 1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kamei et al., 1998</td>
<td>Uchakht et al., 2001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kang &amp; Fox, 2000</td>
<td>Van Rood et al., 1995</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Landmann et al., 1984</td>
<td>Vassend &amp; Halvorsen, 1987</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Larson et al., 2001</td>
<td>Vedhara &amp; Nott, 1996</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manuck et al., 1991</td>
<td>Wadee et al., 2001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marsland et al., 1995, 1997, 2001</td>
<td>Whitehouse et al., 1996</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Matthews et al., 1995</td>
<td>Wolf et al., 1994</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>McDonald &amp; Yagi, 1960</td>
<td>Workman &amp; La Via, 1987</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miller, Dopp et al., 1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mills &amp; Dimsdale, 1996</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mills, Berry, et al., 1995</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mills et al., 1996, 1998</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mills, Haeri, &amp; Dimsdale, 1995</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mills, Ziegler et al., 1995</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moyna et al., 1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naliboff et al., 1991</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naliboff, Solomon, Gilmore, Benton, 1995</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naliboff, Solomon, Gilmore, Fahey, et al., 1995</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neumann &amp; Chi, 1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neumann et al., 1998, 2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ohira et al., 1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Olff et al., 1995</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pawlak et al., 1999, 2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pehivanodha et al., 2001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peters et al., 1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pike et al., 1997</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Redwine et al., 2001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ring et al., 2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rohleder et al., 2001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sauer et al., 1995</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schedlowski, Jacobs, Alker, et al., 1993</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schedlowski, Jacobs, &amp; Stramana, et al., 1993</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schmid-Ott et al., 1998, 2001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spouts-Emch et al., 1994</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seber et al., 1992</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spangler, 1997</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stone et al., 1993</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tsapanakis &amp; Tsapanakis, 1998</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uchino et al., 1995</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute time-limited</td>
<td>Brief naturalistic</td>
<td>Event sequence</td>
<td>Chronic</td>
<td>Distant</td>
<td>Life event</td>
<td>Stress appraisal</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------</td>
<td>----------------</td>
<td>----------</td>
<td>---------</td>
<td>------------</td>
<td>------------------</td>
</tr>
</tbody>
</table>
### Table 3
Meta-Analysis of Immune Responses to Acute Time-Limited Stress in Healthy Participants

<table>
<thead>
<tr>
<th>Immune marker</th>
<th>k</th>
<th>N</th>
<th>r</th>
<th>SE_r</th>
<th>95% CI</th>
<th>p</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leukocyte subset count</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leukocytes</td>
<td>25</td>
<td>1,129</td>
<td>.17</td>
<td>.04</td>
<td>.10, .25</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Granulocytes</td>
<td>12</td>
<td>397</td>
<td>.08</td>
<td>.06</td>
<td>minus: .04 .19</td>
<td>.18</td>
<td></td>
</tr>
<tr>
<td>Neutrophils</td>
<td>3</td>
<td>86</td>
<td>.30</td>
<td>.12</td>
<td>.08, .50</td>
<td>.009</td>
<td></td>
</tr>
<tr>
<td>Eosinophils</td>
<td>3</td>
<td>81</td>
<td>−.10</td>
<td>.16</td>
<td>−.39, .21</td>
<td>.53</td>
<td></td>
</tr>
<tr>
<td>Monocytes</td>
<td>15</td>
<td>590</td>
<td>.04</td>
<td>.05</td>
<td>−.05, .43</td>
<td>.43</td>
<td></td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>24</td>
<td>828</td>
<td>.18</td>
<td>.05</td>
<td>.09, .26</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>T lymphocytes</td>
<td>33</td>
<td>1,452</td>
<td>.07</td>
<td>.03</td>
<td>.01, .12</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>42</td>
<td>1,678</td>
<td>.01</td>
<td>.03</td>
<td>−.05, .05</td>
<td>.86</td>
<td></td>
</tr>
<tr>
<td>T-cytotoxic lymphocytes</td>
<td>42</td>
<td>1,678</td>
<td>.20</td>
<td>.03</td>
<td>.15, .25</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>T-helper:T-cytotoxic ratio</td>
<td>19</td>
<td>920</td>
<td>−.23</td>
<td>.10</td>
<td>−.40, −.04</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Naive T lymphocytes</td>
<td>3</td>
<td>241</td>
<td>−.09</td>
<td>.11</td>
<td>−.29, .12</td>
<td>.41</td>
<td></td>
</tr>
<tr>
<td>B lymphocytes</td>
<td>18</td>
<td>739</td>
<td>−.07</td>
<td>.04</td>
<td>−.14, .01</td>
<td>.08</td>
<td></td>
</tr>
<tr>
<td>Activated B lymphocytes</td>
<td>4</td>
<td>60</td>
<td>−.15</td>
<td>.14</td>
<td>−.40, .14</td>
<td>.31</td>
<td></td>
</tr>
<tr>
<td>Natural killer cells</td>
<td>41</td>
<td>1,635</td>
<td>.43</td>
<td>.06</td>
<td>.33, .51</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Large granulocytes</td>
<td>8</td>
<td>362</td>
<td>.53</td>
<td>.30</td>
<td>.00, .83</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td>Leukocyte subset percentage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Granulocytes</td>
<td>5</td>
<td>295</td>
<td>−.13</td>
<td>.10</td>
<td>−.31, .07</td>
<td>.20</td>
<td></td>
</tr>
<tr>
<td>Neutrophils</td>
<td>5</td>
<td>217</td>
<td>.04</td>
<td>.07</td>
<td>−.10, .18</td>
<td>.56</td>
<td></td>
</tr>
<tr>
<td>Monocytes</td>
<td>7</td>
<td>277</td>
<td>.06</td>
<td>.09</td>
<td>−.12, .23</td>
<td>.55</td>
<td></td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>7</td>
<td>350</td>
<td>.06</td>
<td>.06</td>
<td>−.05, .16</td>
<td>.30</td>
<td></td>
</tr>
<tr>
<td>T lymphocytes</td>
<td>10</td>
<td>497</td>
<td>−.05</td>
<td>.09</td>
<td>−.22, .13</td>
<td>.62</td>
<td></td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>14</td>
<td>642</td>
<td>−.24</td>
<td>.04</td>
<td>−.31, −.16</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>T-cytotoxic lymphocytes</td>
<td>15</td>
<td>692</td>
<td>.09</td>
<td>.04</td>
<td>.01, .16</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>B lymphocytes</td>
<td>5</td>
<td>248</td>
<td>−.11</td>
<td>.07</td>
<td>−.24, .02</td>
<td>.09</td>
<td></td>
</tr>
<tr>
<td>Natural killer cells</td>
<td>15</td>
<td>693</td>
<td>.24</td>
<td>.11</td>
<td>.03, .42</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Total immunoglobulins</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Serum IgA</td>
<td>4</td>
<td>91</td>
<td>.12</td>
<td>.11</td>
<td>−.10, .33</td>
<td>.30</td>
<td></td>
</tr>
<tr>
<td>Serum IgM</td>
<td>3</td>
<td>67</td>
<td>.14</td>
<td>.13</td>
<td>−.12, .37</td>
<td>.30</td>
<td></td>
</tr>
<tr>
<td>Secretory IgA secretion rate</td>
<td>6</td>
<td>293</td>
<td>.22</td>
<td>.08</td>
<td>.06, .37</td>
<td>.008</td>
<td></td>
</tr>
<tr>
<td>Secretory IgA concentration</td>
<td>8</td>
<td>337</td>
<td>.22</td>
<td>.09</td>
<td>.05, .38</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Basal cytokine levels</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interleukin-1β</td>
<td>4</td>
<td>89</td>
<td>−.01</td>
<td>.11</td>
<td>−.23, .21</td>
<td>.91</td>
<td></td>
</tr>
<tr>
<td>Natural killer cell function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural killer cell cytotoxicity</td>
<td>37</td>
<td>1,398</td>
<td>.30</td>
<td>.05</td>
<td>.20, .39</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Per-cell cytotoxicity</td>
<td>8</td>
<td>287</td>
<td>.12</td>
<td>.11</td>
<td>−.09, .26</td>
<td>.26</td>
<td></td>
</tr>
<tr>
<td>Lymphocyte proliferation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proliferation to ConA</td>
<td>17</td>
<td>706</td>
<td>−.17</td>
<td>.04</td>
<td>−.24, .09</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Proliferation to PHA</td>
<td>26</td>
<td>1,120</td>
<td>−.17</td>
<td>.04</td>
<td>−.23, .10</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Proliferation to PWM</td>
<td>10</td>
<td>480</td>
<td>−.10</td>
<td>−.05</td>
<td>−.19, .01</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>Cytokine production</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interleukin-1β</td>
<td>3</td>
<td>78</td>
<td>.01</td>
<td>.12</td>
<td>−.23, .23</td>
<td>.98</td>
<td></td>
</tr>
<tr>
<td>Interleukin-4</td>
<td>3</td>
<td>136</td>
<td>−.19</td>
<td>.11</td>
<td>−.39, .03</td>
<td>.08</td>
<td></td>
</tr>
<tr>
<td>Interleukin-6</td>
<td>3</td>
<td>143</td>
<td>.28</td>
<td>.09</td>
<td>.13, .44</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Interferon-γ</td>
<td>3</td>
<td>96</td>
<td>.21</td>
<td>.11</td>
<td>.01, .40</td>
<td>.05</td>
<td></td>
</tr>
</tbody>
</table>

*Note.* CI = confidence interval; IgA = immunoglobulin A; IgM = immunoglobulin M; ConA = concanavalin A; PHA = phytohemagglutinin; PWM = pokeweed mitogen.

* p < .05.

** p < .01.

*** p < .001.
Table 4  
Meta-Analysis of Immune Responses to Brief Naturalistic Stress in Healthy Participants

<table>
<thead>
<tr>
<th>Immune marker</th>
<th>k</th>
<th>N</th>
<th>r</th>
<th>SEr</th>
<th>95% CI</th>
<th>p</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leukocyte subset count</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>9</td>
<td>249</td>
<td>.20</td>
<td>.07</td>
<td>.07, .32</td>
<td>.002</td>
<td>12.95</td>
</tr>
<tr>
<td>Granulocytes</td>
<td>3</td>
<td>56</td>
<td>.01</td>
<td>.15</td>
<td>−.27, .29</td>
<td>.93</td>
<td>0.01</td>
</tr>
<tr>
<td>Monocytes</td>
<td>5</td>
<td>103</td>
<td>.11</td>
<td>.11</td>
<td>−.07, .34</td>
<td>.18</td>
<td>2.33</td>
</tr>
<tr>
<td>T-lymphocytes</td>
<td>9</td>
<td>236</td>
<td>.06</td>
<td>.08</td>
<td>−.10, .23</td>
<td>.46</td>
<td>10.46</td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>7</td>
<td>197</td>
<td>.08</td>
<td>.08</td>
<td>−.09, .21</td>
<td>.43</td>
<td>1.08</td>
</tr>
<tr>
<td>T-lymphocytes</td>
<td>6</td>
<td>185</td>
<td>.05</td>
<td>.08</td>
<td>−.10, .20</td>
<td>.50</td>
<td>1.74</td>
</tr>
<tr>
<td>Natural killer cells</td>
<td>5</td>
<td>126</td>
<td>.48</td>
<td>.56</td>
<td>−.51, .92</td>
<td>.35</td>
<td>99.48***</td>
</tr>
<tr>
<td>Leukocyte subset percentage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monocytes</td>
<td>4</td>
<td>98</td>
<td>.11</td>
<td>.11</td>
<td>−.10, .32</td>
<td>.30</td>
<td>2.33</td>
</tr>
<tr>
<td>T-lymphocytes</td>
<td>5</td>
<td>160</td>
<td>−.16</td>
<td>.18</td>
<td>−.47, .19</td>
<td>.36</td>
<td>13.67**</td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>11</td>
<td>350</td>
<td>−.11</td>
<td>.10</td>
<td>−.29, .09</td>
<td>.28</td>
<td>26.56</td>
</tr>
<tr>
<td>Secretory IgA concentration</td>
<td>9</td>
<td>350</td>
<td>.19</td>
<td>.18</td>
<td>−.20, .46</td>
<td>.40</td>
<td>66.97***</td>
</tr>
<tr>
<td>Specific immunoglobulin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epstein-Barr virus</td>
<td>7</td>
<td>359</td>
<td>.20</td>
<td>.04</td>
<td>.10, .30</td>
<td>.001</td>
<td>6.56</td>
</tr>
<tr>
<td>Herpes simplex virus</td>
<td>4</td>
<td>225</td>
<td>.18</td>
<td>.08</td>
<td>−.02, .34</td>
<td>.08</td>
<td>4.97</td>
</tr>
<tr>
<td>Complement molecule</td>
<td>3</td>
<td>116</td>
<td>−.16</td>
<td>.10</td>
<td>−.34, .03</td>
<td>.09</td>
<td>1.77</td>
</tr>
<tr>
<td>Natural killer cell function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural killer cell cytotoxicity</td>
<td>14</td>
<td>468</td>
<td>−.11</td>
<td>.05</td>
<td>−.21, −.01</td>
<td>.04</td>
<td>14.55</td>
</tr>
<tr>
<td>Proliferation to ConA</td>
<td>9</td>
<td>220</td>
<td>−.32</td>
<td>.15</td>
<td>−.56, −.03</td>
<td>.03</td>
<td>27.06***</td>
</tr>
<tr>
<td>Proliferation to PHA</td>
<td>14</td>
<td>443</td>
<td>−.19</td>
<td>.09</td>
<td>−.35, −.02</td>
<td>.03</td>
<td>33.38***</td>
</tr>
<tr>
<td>Proliferation to PWM</td>
<td>3</td>
<td>106</td>
<td>−.17</td>
<td>.15</td>
<td>−.43, .12</td>
<td>.24</td>
<td>4.75</td>
</tr>
<tr>
<td>Cytokine production</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interleukin-1β</td>
<td>6</td>
<td>149</td>
<td>.11</td>
<td>.08</td>
<td>−.05, .27</td>
<td>.17</td>
<td>15.07***</td>
</tr>
<tr>
<td>Interleukin-2</td>
<td>4</td>
<td>107</td>
<td>−.17</td>
<td>.36</td>
<td>−.71, .49</td>
<td>.63</td>
<td>27.34 ***</td>
</tr>
<tr>
<td>Interleukin-4</td>
<td>3</td>
<td>81</td>
<td>−.10</td>
<td>.12</td>
<td>−.32, .13</td>
<td>.39</td>
<td>0.69</td>
</tr>
<tr>
<td>Interleukin-6</td>
<td>3</td>
<td>100</td>
<td>.26</td>
<td>.11</td>
<td>.06, .44</td>
<td>.01</td>
<td>0.79</td>
</tr>
<tr>
<td>Interferon-γ</td>
<td>8</td>
<td>314</td>
<td>−.30</td>
<td>.13</td>
<td>−.51, .05</td>
<td>.02</td>
<td>28.76**</td>
</tr>
<tr>
<td>Tumor necrosis factor-α</td>
<td>3</td>
<td>100</td>
<td>.18</td>
<td>.19</td>
<td>−.19, .51</td>
<td>.34</td>
<td>5.10</td>
</tr>
</tbody>
</table>

Note. CI = confidence interval; IgA = immunoglobulin A; IgG = immunoglobulin G; IgM = immunoglobulin M; ConA = concanavalin A; PHA = phytohemagglutinin; PWM = pokeweed mitogen.

* $p < .05$.

** $p < .01$.

*** $p < .001$. 
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Table 5

Meta-Analysis of Immune Responses to Brief Naturalistic Stress in Participants With Asthma

<table>
<thead>
<tr>
<th>Immune marker</th>
<th>k</th>
<th>N</th>
<th>r</th>
<th>SEr</th>
<th>95% CI</th>
<th>p</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutrophil function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Superoxide release with FMLP</td>
<td>3</td>
<td>216</td>
<td>.20</td>
<td>.07</td>
<td>.06, .32</td>
<td>.004</td>
<td>0.39</td>
</tr>
<tr>
<td>Superoxide release with PHA</td>
<td>3</td>
<td>216</td>
<td>.37</td>
<td>.07</td>
<td>.24, .49</td>
<td>.001</td>
<td>0.68</td>
</tr>
<tr>
<td>Natural killer cell function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural killer cell cytotoxicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lymphocyte proliferation</td>
<td>3</td>
<td>216</td>
<td>−.33</td>
<td>.07</td>
<td>−.45, −.21</td>
<td>.001</td>
<td>0.50</td>
</tr>
<tr>
<td>Proliferation to PHA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. CI = confidence interval; FMLP = N-formyl-met-leu-phe; PHA = phytohemagglutinin.
Table 6
Meta-Analysis of Immune Responses to Stressful Event Sequences in Healthy Participants

<table>
<thead>
<tr>
<th>Immune marker</th>
<th>$k$</th>
<th>$N$</th>
<th>$r$</th>
<th>$SE_r$</th>
<th>95% CI</th>
<th>$p$</th>
<th>$Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leukocyte subset count</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monocytes</td>
<td>3</td>
<td>113</td>
<td>-.02</td>
<td>.10</td>
<td>-.21, .17</td>
<td>.87</td>
<td>0.39</td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>5</td>
<td>223</td>
<td>.05</td>
<td>.07</td>
<td>-.09, .18</td>
<td>.49</td>
<td>2.65</td>
</tr>
<tr>
<td>T lymphocytes</td>
<td>5</td>
<td>213</td>
<td>-.02</td>
<td>.07</td>
<td>-.16, .12</td>
<td>.82</td>
<td>0.37</td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>9</td>
<td>566</td>
<td>.03</td>
<td>.11</td>
<td>-.19, .25</td>
<td>.81</td>
<td>39.29***</td>
</tr>
<tr>
<td>T-cytotoxic lymphocytes</td>
<td>8</td>
<td>544</td>
<td>-.14</td>
<td>.15</td>
<td>-.41, .15</td>
<td>.35</td>
<td>58.22***</td>
</tr>
<tr>
<td>T-helper:T-cytotoxic ratio</td>
<td>6</td>
<td>296</td>
<td>.06</td>
<td>.08</td>
<td>-.09, .21</td>
<td>.44</td>
<td>7.54</td>
</tr>
<tr>
<td>B lymphocytes</td>
<td>5</td>
<td>185</td>
<td>.02</td>
<td>.08</td>
<td>-.13, .17</td>
<td>.76</td>
<td>0.35</td>
</tr>
<tr>
<td>Natural killer cells</td>
<td>4</td>
<td>370</td>
<td>.17</td>
<td>.09</td>
<td>.00, .34</td>
<td>.05</td>
<td>5.06</td>
</tr>
<tr>
<td>Leukocyte subset percentage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T lymphocytes</td>
<td>3</td>
<td>129</td>
<td>.02</td>
<td>.09</td>
<td>-.16, .19</td>
<td>.85</td>
<td>0.11</td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>5</td>
<td>279</td>
<td>.00</td>
<td>.06</td>
<td>-.12, .12</td>
<td>.94</td>
<td>0.00</td>
</tr>
<tr>
<td>T-cytotoxic lymphocytes</td>
<td>5</td>
<td>279</td>
<td>-.05</td>
<td>.06</td>
<td>-.17, .07</td>
<td>.43</td>
<td>3.65</td>
</tr>
<tr>
<td>B lymphocytes</td>
<td>3</td>
<td>129</td>
<td>-.04</td>
<td>.09</td>
<td>-.22, .14</td>
<td>.67</td>
<td>0.57</td>
</tr>
<tr>
<td>Epstein-Barr virus</td>
<td>3</td>
<td>198</td>
<td>.21</td>
<td>.07</td>
<td>.07, .34</td>
<td>.003</td>
<td>1.18</td>
</tr>
<tr>
<td>Natural killer cell function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural killer cell cytotoxicity</td>
<td>13</td>
<td>698</td>
<td>-.03</td>
<td>.17</td>
<td>-.29, .34</td>
<td>.87</td>
<td>164.40***</td>
</tr>
<tr>
<td>Lymphocyte proliferation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proliferation to ConA</td>
<td>6</td>
<td>297</td>
<td>-.04</td>
<td>.06</td>
<td>-.15, .08</td>
<td>.53</td>
<td>2.53</td>
</tr>
<tr>
<td>Proliferation to PHA</td>
<td>11</td>
<td>675</td>
<td>.10</td>
<td>.10</td>
<td>-.09, .28</td>
<td>.32</td>
<td>42.25***</td>
</tr>
<tr>
<td>Proliferation to PWM</td>
<td>7</td>
<td>284</td>
<td>.12</td>
<td>.16</td>
<td>-.19, .40</td>
<td>.45</td>
<td>28.72***</td>
</tr>
</tbody>
</table>

Note. CI = confidence interval; ConA = concanavalin A; PHA = phytohemagglutinin; PWM = pokeweed mitogen.

*** $p < .001$.  

$*$ $p < .05$.
### Table 7

Meta-Analysis of Immune Responses to Chronic Stress in Healthy Participants

<table>
<thead>
<tr>
<th>Immune marker</th>
<th>k</th>
<th>N</th>
<th>r</th>
<th>SEr</th>
<th>95% CI</th>
<th>p</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leukocyte subset count</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leukocytes</td>
<td>4</td>
<td>240</td>
<td>.07</td>
<td>.07</td>
<td>−.06, .19</td>
<td>.32</td>
<td>2.12</td>
</tr>
<tr>
<td>Neutrophils</td>
<td>3</td>
<td>124</td>
<td>.36</td>
<td>.36</td>
<td>−.33, .79</td>
<td>.31</td>
<td>20.45***</td>
</tr>
<tr>
<td>Eosinophils</td>
<td>3</td>
<td>124</td>
<td>−.07</td>
<td>.22</td>
<td>−.47, .35</td>
<td>.75</td>
<td>8.07*</td>
</tr>
<tr>
<td>Monocytes</td>
<td>4</td>
<td>240</td>
<td>−.04</td>
<td>.17</td>
<td>−.36, .29</td>
<td>.83</td>
<td>14.33**</td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>4</td>
<td>240</td>
<td>−.06</td>
<td>.10</td>
<td>−.25, .13</td>
<td>.54</td>
<td>5.24</td>
</tr>
<tr>
<td>T lymphocytes</td>
<td>5</td>
<td>470</td>
<td>−.03</td>
<td>.05</td>
<td>−.12, .06</td>
<td>.55</td>
<td>2.75</td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>10</td>
<td>786</td>
<td>−.05</td>
<td>.04</td>
<td>−.12, .03</td>
<td>.22</td>
<td>8.54</td>
</tr>
<tr>
<td>T-cytotoxic lymphocytes</td>
<td>10</td>
<td>786</td>
<td>−.08</td>
<td>.08</td>
<td>−.23, .08</td>
<td>.34</td>
<td>33.44***</td>
</tr>
</tbody>
</table>
| T-helper:T-cytotoxic ratio         | 6  | 528 | −.11| .08 | −.29, .08     | .26  | 17.47*
| Activated B lymphocytes            | 3  | 138 | −.02| .09 | −.19, .15     | .82  | 0.03  |
| Natural killer cells               | 4  | 158 | −.14| .32 | −.65, .45     | .65  | 33.61*** |
| Leukocyte subset percentage        |    |     |     |     |               |      |      |
| Monocytes                          | 3  | 224 | .08 | .10 | −.11, .26     | .42  | 3.18  |
| T lymphocytes                      | 5  | 522 | −.03| .05 | −.13, .07     | .59  | 4.93  |
| T-helper lymphocytes               | 10 | 860 | −.07| .06 | −.18, .03     | .19  | 19.45** |
| T-cytotoxic lymphocytes            | 10 | 860 | .02 | .05 | −.08, .11     | .75  | 13.72*  |
| Natural killer cells               | 6  | 246 | .04 | .09 | −.13, .21     | .64  | 7.85  |
| Specific immunoglobulin            |    |     |     |     |               |      |      |
| Antibody to herpes simplex virus   | 3  | 185 | .44 | .34 | −.19, .81     | .17  | 20.78*** |
| Antibody to influenza after        | 3  | 304 | −.22| .05 | −.33, −.11    | .001 | 0.38  |
| vaccination                        |    |     |     |     |               |      |      |
| Natural killer cell function       |    |     |     |     |               |      |      |
| Natural killer cell                | 8  | 563 | −.12| .05 | −.20, −.01    | .04  | 11.58 |
| cytotoxicity                       |    |     |     |     |               |      |      |
| Lymphocyte proliferation           |    |     |     |     |               |      |      |
| Proliferation to ConA             | 4  | 486 | −.13| .06 | −.24, −.02    | .02  | 4.06  |
| Proliferation to PHA               | 6  | 636 | −.16| .06 | −.27, −.05    | .004 | 8.75  |
| Cytokine production               |    |     |     |     |               |      |      |
| Interleukin-2                      | 3  | 355 | −.21| .05 | −.31, −.11    | .001 | 1.50  |

*CI = confidence interval; ConA = concanavalin A; PHA = phytohemagglutinin.

* p < .05.

** p < .01.

*** p < .001.
Table 8
Meta-Analysis of Immune Responses to Distant Stressors and Posttraumatic Stress Disorder in Healthy Participants

<table>
<thead>
<tr>
<th>Immune marker</th>
<th>$k$</th>
<th>$N$</th>
<th>$r$</th>
<th>$SE_r$</th>
<th>95% CI</th>
<th>$p$</th>
<th>$Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural killer cell cytotoxicity</td>
<td>3</td>
<td>94</td>
<td>−.05</td>
<td>.25</td>
<td>−.49, .41</td>
<td>.84</td>
<td>7.67*</td>
</tr>
</tbody>
</table>

*Note. CI = confidence interval.

*p < .05.
### Table 9

Meta-Analysis of Immune Responses to Major and Minor Life Events of Unknown Duration in Healthy Participants

<table>
<thead>
<tr>
<th>Immune marker</th>
<th>k</th>
<th>N</th>
<th>r</th>
<th>SE_r</th>
<th>95% CI</th>
<th>p</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leukocyte subset count</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>5</td>
<td>537</td>
<td>−.18</td>
<td>.17</td>
<td>−.47, .14</td>
<td>.27</td>
<td>20.28 ***</td>
</tr>
<tr>
<td>T-lymphocytes</td>
<td>4</td>
<td>237</td>
<td>.00</td>
<td>.07</td>
<td>−.13, .13</td>
<td>.99</td>
<td>0.00</td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>5</td>
<td>227</td>
<td>.00</td>
<td>.07</td>
<td>−.13, .13</td>
<td>.99</td>
<td>0.00</td>
</tr>
<tr>
<td>T-cytotoxic lymphocytes</td>
<td>5</td>
<td>227</td>
<td>.05</td>
<td>.07</td>
<td>−.09, .18</td>
<td>.48</td>
<td>3.02 **</td>
</tr>
<tr>
<td>T-helper:T-cytotoxic ratio</td>
<td>3</td>
<td>70</td>
<td>.14</td>
<td>.38</td>
<td>−.54, .71</td>
<td>.71</td>
<td>12.11</td>
</tr>
<tr>
<td>Natural killer cells</td>
<td>4</td>
<td>194</td>
<td>−.08</td>
<td>.07</td>
<td>−.22, .07</td>
<td>.28</td>
<td>2.72</td>
</tr>
<tr>
<td>Leukocyte subset percentage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T lymphocytes</td>
<td>3</td>
<td>151</td>
<td>.20</td>
<td>.21</td>
<td>−.21, .55</td>
<td>.34</td>
<td>7.61 *</td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>7</td>
<td>285</td>
<td>.01</td>
<td>.06</td>
<td>−.11, .13</td>
<td>.83</td>
<td>0.54</td>
</tr>
<tr>
<td>T-cytotoxic lymphocytes</td>
<td>6</td>
<td>205</td>
<td>−.01</td>
<td>.07</td>
<td>−.15, .14</td>
<td>.92</td>
<td>0.07</td>
</tr>
<tr>
<td>Natural killer cells</td>
<td>5</td>
<td>261</td>
<td>.00</td>
<td>.06</td>
<td>−.12, .12</td>
<td>.99</td>
<td>0.00</td>
</tr>
<tr>
<td>Total immunoglobulins</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Serum IgA</td>
<td>3</td>
<td>124</td>
<td>−.07</td>
<td>.10</td>
<td>−.26, .14</td>
<td>.52</td>
<td>2.19</td>
</tr>
<tr>
<td>Serum IgG</td>
<td>3</td>
<td>124</td>
<td>−.06</td>
<td>.10</td>
<td>−.24, .13</td>
<td>.54</td>
<td>2.06</td>
</tr>
<tr>
<td>Serum IgM</td>
<td>3</td>
<td>124</td>
<td>.03</td>
<td>.09</td>
<td>−.15, .21</td>
<td>.72</td>
<td>0.72</td>
</tr>
<tr>
<td>Secretory IgA rate</td>
<td>3</td>
<td>276</td>
<td>−.08</td>
<td>.10</td>
<td>−.26, .11</td>
<td>.43</td>
<td>3.97</td>
</tr>
<tr>
<td>Secretory IgA concentration</td>
<td>4</td>
<td>101</td>
<td>−.16</td>
<td>.14</td>
<td>−.42, .12</td>
<td>.25</td>
<td>4.34</td>
</tr>
<tr>
<td>Specific immunoglobulin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epstein-Barr virus</td>
<td>3</td>
<td>317</td>
<td>−.02</td>
<td>.11</td>
<td>−.23, .19</td>
<td>.86</td>
<td>5.65</td>
</tr>
<tr>
<td>Natural killer cell function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural killer cell cytotoxicity</td>
<td>12</td>
<td>672</td>
<td>−.07</td>
<td>.07</td>
<td>−.20, .07</td>
<td>.35</td>
<td>29.39 ***</td>
</tr>
<tr>
<td>Lymphocyte proliferation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proliferation to ConA</td>
<td>3</td>
<td>72</td>
<td>−.13</td>
<td>.15</td>
<td>−.35, .16</td>
<td>.38</td>
<td>2.49</td>
</tr>
<tr>
<td>Proliferation to PHA</td>
<td>4</td>
<td>131</td>
<td>−.26</td>
<td>.15</td>
<td>−.50, .03</td>
<td>.08</td>
<td>6.11</td>
</tr>
</tbody>
</table>

Note. CI = confidence interval; IgA = immunoglobulin A; IgG = immunoglobulin G; IgM = immunoglobulin M; ConA = concanavalin A; PHA = phytohemagglutinin.

* p < .05.

** p < .01.

*** p < .001.
Table 10
Meta-Analysis of Immune Responses to Major and Minor Life Events of Unknown Duration in Participants With HIV/AIDS

<table>
<thead>
<tr>
<th>Immune marker</th>
<th>k</th>
<th>N</th>
<th>r</th>
<th>SE_r</th>
<th>95% CI</th>
<th>p</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leukocyte subset count</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>11</td>
<td>998</td>
<td>−.01</td>
<td>.03</td>
<td>−.08, .05</td>
<td>.70</td>
<td>7.70</td>
</tr>
<tr>
<td>T-cytotoxic lymphocytes</td>
<td>6</td>
<td>669</td>
<td>−.14</td>
<td>.08</td>
<td>−.29, .01</td>
<td>.08</td>
<td>17.92**</td>
</tr>
<tr>
<td>T-helper:T-cytotoxic ratio</td>
<td>3</td>
<td>356</td>
<td>−.02</td>
<td>.05</td>
<td>−.13, .09</td>
<td>.70</td>
<td>0.09</td>
</tr>
<tr>
<td>Natural killer cells</td>
<td>3</td>
<td>261</td>
<td>−.27</td>
<td>.06</td>
<td>−.38, −.15</td>
<td>.001</td>
<td>0.30</td>
</tr>
<tr>
<td>Leukocyte subset percentage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>4</td>
<td>1,026</td>
<td>−.02</td>
<td>.06</td>
<td>−.15, .10</td>
<td>.73</td>
<td>7.58</td>
</tr>
<tr>
<td>T-cytotoxic lymphocytes</td>
<td>3</td>
<td>223</td>
<td>.00</td>
<td>.07</td>
<td>−.13, .13</td>
<td>.99</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Note. CI = confidence interval.

** p < .01.
Table 11
Meta-Analysis of Immune Responses to Global Stress Appraisals in Healthy Participants

<table>
<thead>
<tr>
<th>Immune marker</th>
<th>k</th>
<th>N</th>
<th>r</th>
<th>SE_r</th>
<th>95% CI</th>
<th>p</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leukocyte subset count</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T lymphocytes</td>
<td>3</td>
<td>241</td>
<td>-.15</td>
<td>.09</td>
<td>-.31, .03</td>
<td>.10</td>
<td>3.15</td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>3</td>
<td>241</td>
<td>-.14</td>
<td>.10</td>
<td>-.32, .06</td>
<td>.18</td>
<td>3.80</td>
</tr>
<tr>
<td>T-cytotoxic lymphocytes</td>
<td>4</td>
<td>279</td>
<td>-.02</td>
<td>.09</td>
<td>-.19, .15</td>
<td>.80</td>
<td>5.09</td>
</tr>
<tr>
<td>Naive T lymphocytes</td>
<td>3</td>
<td>241</td>
<td>-.09</td>
<td>.11</td>
<td>-.29, .12</td>
<td>.41</td>
<td>4.29</td>
</tr>
<tr>
<td>Natural killer cells</td>
<td>3</td>
<td>205</td>
<td>-.20</td>
<td>.13</td>
<td>-.42, .04</td>
<td>.10</td>
<td>4.28</td>
</tr>
<tr>
<td>Leukocyte subset percentage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>3</td>
<td>143</td>
<td>-.02</td>
<td>.09</td>
<td>-.19, .15</td>
<td>.79</td>
<td>0.08</td>
</tr>
<tr>
<td>T-cytotoxic lymphocytes</td>
<td>3</td>
<td>143</td>
<td>-.03</td>
<td>.09</td>
<td>-.23, .11</td>
<td>.48</td>
<td>0.60</td>
</tr>
<tr>
<td>Total immunoglobulin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Serum IgG</td>
<td>4</td>
<td>332</td>
<td>.02</td>
<td>.10</td>
<td>-.18, .20</td>
<td>.87</td>
<td>7.51</td>
</tr>
<tr>
<td>Natural killer cell function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural killer cell cytotoxicity</td>
<td>4</td>
<td>151</td>
<td>-.11</td>
<td>.09</td>
<td>-.27, .06</td>
<td>.21</td>
<td>1.85</td>
</tr>
</tbody>
</table>

Note. CI = confidence interval; IgG = immunoglobulin G.
Table 12
Meta-Analysis of Immune Responses to Stress Appraisals and Intrusive Thoughts Within Healthy Stressed Populations

<table>
<thead>
<tr>
<th>Immune marker</th>
<th>k</th>
<th>N</th>
<th>r</th>
<th>SE&lt;sub&gt;r&lt;/sub&gt;</th>
<th>95% CI</th>
<th>p</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leukocyte subset count</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T-helper lymphocytes</td>
<td>3</td>
<td>462</td>
<td>-.10</td>
<td>.11</td>
<td>-.31, .11</td>
<td>.35</td>
<td>7.52*</td>
</tr>
<tr>
<td>T-cytotoxic lymphocytes</td>
<td>3</td>
<td>462</td>
<td>-.26</td>
<td>.32</td>
<td>-.71, .34</td>
<td>.40</td>
<td>57.99***</td>
</tr>
<tr>
<td>Natural killer cell function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural killer cell cytotoxicity</td>
<td>3</td>
<td>566</td>
<td>-.15</td>
<td>.06</td>
<td>-.27, -.02</td>
<td>.02</td>
<td>7.97</td>
</tr>
</tbody>
</table>

Note. CI = confidence interval.

* p < .05.

*** p < .001.
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The social brain is the cornerstone that effectively negotiates and navigates complex social environments and relationships. When mature, these social abilities facilitate the interaction and cooperation with others. Empathy, morality, and justice, among others, are all closely intertwined, yet the relationships between them are quite complex. They are fundamental components of our human nature, and shape the landscape of our social lives. The various facets of empathy, including affective arousal/emotional sharing, empathic concern, and perspective taking, have unique contributions as subcomponents of morality. This review helps understand how basic forms of empathy, morality, and justice are substantialized in early ontogeny. It provides valuable information as to gain new insights into the underlying neurobiological precursors of the social brain, enabling future translation toward therapeutic and medical interventions.
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INTRODUCTION

The ability to detect contextual cues, such as those of distress and need, has been proposed as the genesis of the mechanism by which basic forms of mimicry and conditioning will naturally evolve into empathy, and later result in helping/moral behaviors (Hoffman, 2007). The perceptual capacity for identifying such cues is significantly meaningful in evolutionary terms, both in regards to the parental care of the offspring, as well as for intra-kin group bonding purposes, as it facilitates group survival. The basic affective circuits on which this ability rests upon emerge much earlier in the brain’s evolution than do higher cognitive capacities. This review helps understand how basic forms of empathy, morality, and justice are substantialized in early ontogeny. It provides valuable information as to gain new insights into the underlying neurobiological precursors of the social brain, enabling future translation toward therapeutic and medical interventions.

Moral behavior has been theorized to have its roots in this distress detection ability. When human infants perceive distressful cues derived from the other, they themselves will also be affected by this negative emotionality as if it was their own, this due to the children’s premature brain
still being unable to effectively differentiate between self and other. Consequently, the infants will try suppressing this distress, but only as a mean to overcome the distress that is produced and mirrored within themselves. This primitive form of egocentric empathy is the precursor for moral behavior. But it is this archaic form of empathy the one that will, across time, and thanks to a future successful differentiation between self and other, turn into genuine, real empathy for the other’s distress (Hoffman, 2007).

Actions to alleviate another infant’s afflictions (e.g., by sharing toys with the other, or comforting him) in emotionally painful situations, are already forms of altruism. As such, these behaviors are pro-social and moral in nature. Altruism at the same time encompasses instrumental helping, whereby an infant acts charitably on behalf of another to help him achieve his goal. But behaviors such as helping and sharing resources inevitably lead to notions such as justice (Warneken and Tomasello, 2009a,b).

The aim of this review is to give account of the neural processes underlying each of the aforementioned aspects of the social brain, beginning with the distress detection ability, going through how this relates to empathy and harm sensitivity, thus, impacting moral behaviors (e.g., inequity aversion), and ending with how the typical processing of others’ distress is affected in different neuropsychiatric disorders, consequently conditioning pro-social behaviors. By the end of this paper, our intention is to have effectively bridged some of the existing psychological and neuroscientific research dealing with the themes of empathy, morality, and justice.

PERCEIVING SIGNALS OF DISTRESS AND NEED ACROSS SPECIES

Bird and mammal progenitors who learn to be affected by their offspring’s needs, as a function of their ability to detect such signals, are able to secure the survival of their offspring more successfully than those who remain indifferent due to a lack of such capacity. Consequently, and unsurprisingly enough, a communication system would develop over time and across species where the children’s stylized distress signals would automatically trigger parental care, an ability which later would evolve into even more complex mechanisms such as perspective taking and empathy (de Waal, 2008). Likewise, emotion contagion is an archaic and basic form of hereditary intra-species communication previously observed and researched in many vertebrates (Hatfield et al., 1993). In one study, rats that were taught to action a lever in order to receive food would refrain from doing so if their actions were coupled with the delivery of electrical shocks to an unconcealed, adjacent rat (Church, 1959). Therefore, we can infer that rats perceive a conspecific’s pain as aversive. In another study, rats that were allowed to run free learned to intentionally and quickly open the restrainers of their cage-mates, in order to also liberate them. In another experiment of this same study, when releasing a cage-mate was pitted against obtaining chocolate placed inside a second cage, rats would typically open both of the restrainers, and share the acquired chocolate with said cage-mate (Ben-Ami Bartal et al., 2011). The finding that rats show pro-social behaviors as a result of a conspecific’s distress provides compelling proof for the notion that empathy and helping behavior have their roots in biology. Moreover, the rats’ helping behavior was observed to be reduced by anxiolytic treatment, and associated with sympatholytic corticosterone response (Ben-Ami Bartal et al., 2016). These findings suggest that affect has a fundamental, motivational role in the pro-social behavior of rodents, as shown by the necessity of the rat-helper to resonate with the affective status of the rat-victim.

Nevertheless, there is a downside. Because empathy evolved within the confines of parental-care and cooperatively group coexisting, there’s a great probability that it may still be biased and limited to benefit only “known” or “in-group” members, as members of other groups can be seen as competitors or free-riders (Tomasello and Gonzalez-Cabrera, 2017). For example, it was observed that rats did not help other rats of a different strain, as they were considered strangers. This would change, however, if the freed rat was previously housed with the trapped one. Thus, pair-housing rats would prompt them to help each other, even when they belonged to a different strain (Ben-Ami Bartal et al., 2014). This outcome may provide evidence to support the notion that rats can broaden their pro-social motivational scope to include phenotypically similar others. Consistent with kin selection and reciprocal altruism theory, individuals regarded as familiar, as well as previous cooperators, are favored from an empathy-related standpoint (de Waal, 2008). As stated before, the drawback is the possibility that empathy may not lead all the time and invariably toward morality -as these findings let us observe, and can sometimes be the starting point for wrongful actions by championing exclusively for kin- or self-related interests (Decety and Cowell, 2014b).

DISTRESS PERCEPTION IN THE HUMAN INFANT BRAIN

At the very early stages of ontogeny in humans, the neonatal brain has been found to have enough sensitivity to discriminate distressful and threat-related voices from emotionally neutral sounds, even when the neonates were in a sleeping state (Cheng et al., 2012b; Zhang et al., 2014).

Lloyd-Fox et al. (2012) demonstrated that 4- to 7-month-old infants already possess the ability to differentiate between voices (e.g., coughing, yawning, throat clearing, laughing, and crying) and non-vocal sounds (e.g., sounds from water running and toys). Moreover, Cheng et al. (2012b) observed that when newborns discern between the emotional voices and the non-vocal sounds, their responses are dominant at the right hemisphere, which is the brain region related to natural speech perception (Alexandrou et al., 2017). In one functional magnetic resonance imaging (fMRI) study, neutral voices (e.g., coughing, sneezing, yawning, and throat clearing), happy voices (laughing), sad voices (crying), and non-vocal sounds (toy and water running sounds) were presented to 3- to 7-month-old babies (Blasi et al., 2011). Infants at this age were found to have activations not only in voice-sensitive regions (the right anterior middle and superior temporal gyri, and medial frontal gyri), but also in brain regions specific...
to negative voices (i.e., the left orbitofrontal cortex and insula). Since it has been observed that the ability of speech perception, especially for discriminating phonetic contrasts, emerges during the first month of birth (Dehaene-Lambertz and Dehaene, 1994; Cheour et al., 1998; Dehaene-Lambertz and Pena, 2001; Kuhl, 2004), and because of the fact that voice perception emerges earlier than speech perception in human development (Belin et al., 2004; Blasi et al., 2011), it is plausible to conclude that the ability to perceive voices appears before, or at least around birth. This conclusion is supported by previous studies yielding findings that demonstrate that fetal heart rate increases when hearing the maternal voice, and decreases when listening to a stranger’s (Kisilevsky et al., 2003). These results suggest that fetuses already possess vocal identity. In the same manner, Beauchemin et al. (2011) reported that newborns could discern the mother’s voice from a female stranger’s one. Furthermore, according to Cheng et al. (2012b) serial experiments, newborns were sensitive to emotional voices beyond specific language, but it is key to note that the specificity is driven by voice perception per se. Thus, it sounds reasonable to infer that newborns exhibit the ability comparable with adults to process the affective information, such as pain and distress, being conveyed through the voice (Schirmer et al., 2005; Fan et al., 2013; Chen et al., 2014, 2015, 2016b, 2017a; Hung and Cheng, 2014). Voices with affective information are presumed to elicit more processing resources than those without affect. Hence, the emergence of the specialization for processing emotions is already advanced at the first days of life.

When visual affective discrimination is involved, studies have shown that between 18 and 24 months of age, and comparable to auditory stimuli, infants show decreased ERPs when exposed to strangers’ faces than when exposed to their mother’s face (Carver et al., 2003). Nevertheless, children’s initial ability to discriminate facial emotions is not as effective, and only significantly improves with age (Boyatzis et al., 1993). Children’s attention to visual cues varies depending on if the stimuli is static or dynamic. The infants’ processing of visual whole-body static images (whether their faced is veiled or not) appears to be immature, but when shown dynamic whole-body stimuli (a more real-life-like scenario), their processing resembles that of adults (Nelson and Mondloch, 2018).

When it comes to the neural underpinnings of visual affective cues processing, a recent review paper by Bachmann et al. (2018) reports that emotional stimuli evokes greater neural responses than neutral stimuli, and that the brain regions observed to have a significant activation during these processes encompass the action observation network (conformed by the inferior frontal gyrus, the premotor cortex, and the inferior parietal lobe), suggesting that human brains interpret others’ actions by employing motor simulations grounded on the motor programs they already possess (Kilner et al., 2007); the mentalizing network (which includes the temporo-parietal junction, the temporal pole, the lateral orbitofrontal cortex, and the dorsomedial prefrontal cortex), making it possible for the individual to infer the other’s mental state (also known as theory of mind) (Frith and Frith, 2006); as well as other regions whose task is to process body motion and form, such as the extra striate body area, the fusiform body area, and the posterior superior temporal sulcus, which interestingly respond selectively to emotional body movements (Downing et al., 2001; Blake and Shiffrar, 2007; Peelen et al., 2007; Pichon et al., 2009; Sinke et al., 2010; Kret et al., 2011; Atkinson et al., 2012). In addition, the amygdala and the hypothalamus have also been observed as having pivotal roles when observing body expressions containing emotional valences, as the former brain region is involved in emotional processing, while the latter holds a crucial role in regards to defensive reactions and in action preparation (Barbas et al., 2003). What’s more, due to self-protection purposes, an appropriate recognition and a suitable response to threatening or dangerous individuals is of utter importance, thus, the processing of this experiences is particularly favored. This is suggested by the fact that emotional content possessing the aversive valences of threat and anger, in contrast to those containing negative valences of fear and sadness, specifically elicit greater activity in brain structures such as the superior temporal sulcus, the premotor cortex, the temporo-parietal junction, the dorsomedial prefrontal cortex, and the lateral orbitofrontal cortex (Pichon et al., 2008, 2009; Peelen et al., 2010).

Bachmann et al. (2018) further posit that when it comes to emotional voices, implicit and explicit tasks appear to activate brain regions differentially, while the hypothalamus, the premotor cortex, and the amygdala are equally activated by both implicit and explicit tasks, other areas, in particular those conforming the mentalizing network, react to explicit judgements of emotionally charged stimuli.

AFFECTIVE AROUSAL/EMOTIONAL SHARING

The effective perception of distress will give rise to several other facets involved in human empathy, including affective arousal/emotional sharing, empathic concern, and perspective taking. Each facet of empathy affects moral cognition differently and predicts distinct consequences regarding moral behavior (Decety and Cowell, 2014a). Among them, the affective element comprising empathy evolves earlier than the cognitive aspect. For instance, newborns and infants become significantly distressed immediately after another newborn starts crying (Dondi et al., 1999). What’s more, they themselves also begin crying when this happens, and their cry shows as much distress as that of the infant who initiated it. Noteworthy, is that this cry is far from just a form of imitation, as it is not as intense when they are exposed to a chimpanzee's cry, nor even when they are exposed to a recording of their own cry (Simner, 1971; Sagi and Hoffman, 1976; Martin and Clark, 1982). Furthermore, human infants (around 10 weeks of age) can readily imitate expressions of fear, sadness, and surprise (Haviland and Lelwica, 1987), fitting individuals for future empathy-based connections by means of affective interactions with others (Decety, 2010). Notwithstanding, when it comes to this form of imitation, a recent longitudinal study put into question the notion that this ability is present since birth (Oostenbroek et al., 2016). It was found that there was no such imitation by neonates, attributing previous findings to be the cross-sectional nature of the research.
When it comes to emotional sharing, this capacity may be partially underpinned by the mirror neuron system (MNS), which—as observed by electroencephalographic (EEG) studies—appears to be already operating in infants with ages as young as 6 months old (Nystrom, 2008). First observed in the 1990’s in non-human primates, the MNS is a system hypothesized to be the motor behind action understanding and imitation (Lepage and Theoret, 2007), hence, having an important role in perspective-taking and empathy (Nystrom, 2008), assumptions which have drawn much debate in the scientific community. While some research have found evidence just partially supporting these hypotheses (Dinstein et al., 2008), others have argued against these claims to the extent that they even doubt the existence of an MNS in humans (Hickok, 2009), although more recent studies have endorsed the initial assumptions (Woodward and Gerson, 2014), as well as supported the notion that the MNS in the human brain is already present since infancy. Furthermore, Meltzoff (2007) considered the MNS as a possible platform for the foundation of social cognition as a whole. He argued that infants effectively identify and match between actions performed by others and the proprioception arising from their own bodily movements. By registering these equivalences between the acts performed by another and those performed by the self, the infant is able to perceive that the others are ‘like me.’ This recognition of others as having similar perceptions and emotions would form the bedrock and starting point for social cognition. Nevertheless, further research is warranted as to elucidate the issues and intricacies, as well as to bridge the diverging literature, surrounding the MNS.

Moreover, in research using EEG/ERP in both children and adults, there is ample evidence showing that passive observation of visual stimuli depicting physical injuries to body parts, triggers an early component (N2, ~200-ms) and a later-positive potential (LPP, ~800-ms) (Chen et al., 2012; Cheng et al., 2014; Fan et al., 2014). The early N2 within a time window of 200 to 300-ms was observed to be modulated by attention to emotionally salient stimuli, and reflects affective arousal or emotional sharing; whereas LPP within 500 to 800-ms indexes cognitive reappraisal and emotion regulation (Li and Han, 2010). Adolescents, in comparison to young adults, elicited an earlier N2 in reaction to another’s pain, and a greater LPP in response to neutral stimuli, demonstrating that affective and cognitive empathy is still developing during the adolescent years (Mella et al., 2012).

Throughout early development, children display enhanced N2 to pain during empathic concern engagement. Larger early N2 ERPs were evoked when perceiving painful stimuli versus when perceiving neutral stimuli. Within the slow wave window of LPP, greater differences between painful and neutral images occurred in the empathic concern condition when compared to the perspective-taking condition. Increased pain-evoked N2 responses in the cognitive empathy condition were also associated with empathy regarding parental disposition (Decety et al., 2018). Multilevel analyses, including neurophysiological responses to different empathic conditions and parental empathy levels, is warranted to demonstrate the important differences between the various aspects in children’s empathy. This provides a thought-provoking link between parental dispositions and the children’s neural workings during early development.

### EARLY INTERPERSONAL HARM SENSITIVITY

One recent framework proposed the importance of third-party harm aversion as a necessary platform for constructing morality (Decety and Cowell, 2018). When presented with wooden characters pushing a red circle up (i.e., helping) or down (i.e., hindering) a hill, preverbal infants (6- and 10-month-olds) showed a negativity bias by staring significantly longer at, and reaching for the pro-social character, indicating aversion to anti-social behavior (Hamlin et al., 2010; Hamlin, 2014). In another experiment using the same paradigm, when the red circle was attached with “googly eyes” (social condition), 3-month-old infants preferred the character helping the climber uphill, over the character pushing the climber downhill, but they didn’t show any preference when the “googly eyes” were not attached to the circle (inanimate control condition). The 3-month-olds’ preference for the helpers over the hinderers appeared to indicate specific social evaluation (e.g., a perceptual predilection for uphill-helpers over downhill-pushers) (Hamlin et al., 2010). In addition, when researching on sympathy-related behaviors in 10-month-old infants, one study observed infants’ predilection for victims, as opposed to a preference toward aggressors and neutral objects, after watching as a third-party social interactions containing enacted aggression. This indicates that preverbal infants exhibit sympathy-based responses toward others when they are attacked, even when they don’t display any distress (Sinner, 1971; Sagi and Hoffman, 1976). Furthermore, research has showed that 3-year-olds tend to avoid helping adults whose intentions are forthright harmful (Vaish et al., 2010), or tend to protest when observing this actions as a third-party (Vaish et al., 2011). Thus, a primitive form of sympathy toward others, emanating from interpersonal harm sensitivity that goes beyond being a simple response to distress as a consequence of emotional contagion, arises earlier during development than previously concluded (Kanakogi et al., 2013; Lee et al., 2015). In line with these findings, Scott and Baillargeon (2017) have pointed out that previous literature has misreported false-belief understanding, which empathy seemingly predicts (Ferguson et al., 2015), as emerging until the 4 years of age, this due to the experimental design taking into consideration traditional tasks, and excluding nontraditional ones (e.g., spontaneous-response and elicited-intervention tasks). When we take into account the latter, infants under 2 years of age have been seen to already exhibit false-belief understanding. Hence, and given the infants’ premature verbal ability and insufficient information-processing resources (Scott and Roby, 2015), the aforementioned third-party moral evaluations can be considered to be driven by intuitive processes that form the understructure of a natural, untaught and unlearned moral core, molded by natural selection in order to facilitate social cohesion and cooperation (Hamlin, 2015). Recently, research in developmental neuroscience that has taken into consideration parental dispositions has largely...
confirmed these behavioral findings, and identifies specific neural mechanisms underpinning early socio-moral evaluations and their correspondence to moral preferences. In one study, infants (ages 12–24 months) watched dynamic visual stimuli depicting cartoon characters intentionally executing either pro-social or antisocial acts, while EEG, time-locked ERP, and gaze fixation were recorded. After watching the animation, the experimenters provided a physical version of the helper character and another of the hinderer, as to assess the infants’ reaching preference. This yielded several specific neural outcomes, which include asymmetrical frontal spectral power densities, eye-tracking differences, and time-locked condition differences in the relatively automatic ERPs component (Nc, within 300 to 500-ms time window), at the time social evaluations were occurring. Children’s reaching preference for the pro-social character, as well as parental sensitivity to injustice for others, could be predicted by the early automatic ERPs component, which were sensitive to the perception of pro-social versus antisocial scenarios (Cowell and Decety, 2015a). This differentiation should be understandably basic in essence, being firmly established in primitive resource allocation to relevant stimuli, and approach/withdrawal dispositions. The domain-general systems concerning attention and self-regulation, control early evaluations of social and moral nature, supporting increasing evidence yielded by the neuroscience of morality.

Another neurodevelopmental study that probed into implicit moral evaluations of antisocial and pro-social behaviors in children aged 3–5 years old showed distinct ERP components for early automatic attention (EPN) while they were watching characters enacting helping behaviors, and later cognitive control (LPP) while watching characters enacting harming behaviors. Noteworthy, later (LPP) waveforms, but not early (EPN) ones, predicted the children’s current generosity (Cowell and Decety, 2015b). These findings further underscore that automatic, intuitive/affective, and cognitively controlled processes are required for what appear to be a basic third-party discernment concerning harming and helping behaviors.

**INEQUITY AVERSION**

Taking into account helping behaviors, a considerable amount of research suggests that the predecessors of what motivates justice have evolved and developed due to environmental pressures where stabilized group cooperation was needed for survival purposes (Decety and Yoder, 2017). Observational studies about non-human primates’ natural interactions served as the best opportunity to look into these primates’ understanding of fairness and justice. Some primate species living in unique social systems characterized by exceptional social permissiveness and cooperation (which go all the way from sharing food to child care) have evolved inequity aversion, consequently responding negatively when receiving less reward than their social partners (Brosnan, 2013). As such, these species exhibit enhanced pro-social behavior when compared to other primates. Thus far, the extant findings best back the hypothesis that an aversion to inequity arose jointly with cooperative behavior between unrelated individuals (Price and Brosnan, 2012).

In the studies with a violation-of-expectancy paradigm, devised to assess expectations in human infants regarding equal distribution of resources, 15-month-old infants showed increased attention to unfair (unequal) over fair (equal) outcomes (Sommerville et al., 2013). In another developmental study, 19-month-old children expected a distributor to divide resources equally between two similar individuals. This expectation could be attributed to the sensitivity toward social inequity, rather than to low-level sensory processing, given that it was absent when the individuals were replaced with inanimate objects. Furthermore, 21- to 36-month-olds have been observed to already expect equity in distribution when individual efforts resulting in cooperation are taken into consideration. Hence, infants expected that a hard worker and a slacker should not be rewarded equally (Sloane et al., 2012). Nevertheless, and interestingly enough, it has also been observed that during this age window, rewards are shared more equitably when there is cooperation than when there is just parallel-, non-cooperative work involved (Hamann et al., 2011). The sensitivity degree to fairness as a third-party observer in 15-month-old infants, was seen to be associated to whether they shared toys altruistically or selfishly, denoting that moral appraisal and pro-social behavior are highly interconnected since early in development (Schmidt and Sommerville, 2011). These other-regarding inclinations emerge in a parallel and close knitted manner. The origin of a basic sense of fairness and altruism during infancy plays a pivotal role in the development of human-specific types of cooperation.

However, even though research has seemingly led us in a straight line from empathy to distress relief behaviors, toward inequity aversion, and leading to fairness and justice, it is important to underscore that this bridge needs to be treaded carefully. Empathy can inevitably lead to moral, pro-social behaviors such as altruism (de Waal, 2008), and, as stated before, altruism is greatly associated with morality and fairness (Schmidt and Sommerville, 2011). Nevertheless, not all forms of fairness, such as that stemming from collaboration in which both actors reap rewards, is considered as pro-social or altruistic, due to its underlying selfish nature (Warneken and Tomasello, 2009a). Yet, we can still push past this issue. Research was conducted with 21- and 27-month-old infants, where they had to collaborate with an adult toward the achievement of a joint goal. At one moment during the experiment, the adult simulated that he was unwilling or unable to continue with the task. When the latter occurred, the children tried to re-engage their collaborator with the same magnitude on both scenarios: when they needed their help to reach their individual goal, and when they didn’t need of their participation to do so, irrespectively, and in contrast to when the adult was unwilling to complete such task. Therefore, this study demonstrated that infants in the employed age range were not only capable of understanding the other person’s intentions, but were also able to act altruistically toward them (what is referred to as instrumental helping), rather than just using the other as a mere social tool (Warneken et al., 2012). Due to these later findings, we can now go full circle from distress perception and empathy, passing by affective arousal and harm sensitivity, to
inequity aversion and fairness, and back again to empathy and empathically led pro-social behavior.

**ATYPICAL EARLY/AUTOMATIC PROCESSING IN NEUROPSYCHIATRIC DISORDERS**

One source of evidence concerning the crucial role of these primitive forms of the social brain, including automatic distressful voice perception, early affective arousal/emotional sharing, and early sensitivity to interpersonal harm during the development, comes from atypical socioemotional processing as a result of neuropsychiatric disorders.

Previous studies using a passive auditory oddball paradigm to investigate the automatic processes in human voice perception, revealed that people with autism spectrum disorder (ASD) manifest general impairments in affective voice discrimination, as well as in low-level acoustic distinction. In addition to decreased amplitudes of mismatch negativity (MMN), which is a reliable index of the neural representations underlying automatic central auditory perception in response to acoustically matched non-vocal sounds, people with ASD failed to discriminate between happy and angry syllables (thus, having an impaired distress detection ability). Weak amplitudes of angry-evoked MMN were associated to severe autistic traits. As a result, examining emotional MMN may offer an opportunity to facilitate an early diagnosis for infants at risk for ASD (Fan and Cheng, 2014). Early-onset conduct disorder (CD), the major childhood predecessor to antisocial personality disorder in adulthood, also showed an atypical fashion in the processing of distressful voices at the pre-attentive level. The presence of increased differences in MMN between fearful and sad voices, and correlations between MMN and impulsive tendencies in youths demonstrating CD symptoms and a history of delinquent behaviors, helps shed light on the neural mechanisms of aggression (Hung et al., 2013). Atypical neurophysiological responses to threatening voices were also evidenced in patients with chronic schizophrenia, suggesting general impairments of voice perception and acoustic discrimination. The emotional salience processing of voices exhibited atypical characteristics at the pre-attentive level, which were related with positive symptoms in schizophrenia. These results may present evidence for bottom-up (i.e., perceptually based) cognitive remediation strategies, and indicates that emotional MMN may be a potential neurophysiological endophenotype for schizophrenia (Chen et al., 2016a).

In one neuroimaging study, when visual scenarios depicting intentional and unintentional harm were presented to CD with callous unemotional traits, a reduced hemodynamic response was found in the insula, a brain region which plays a crucial role in empathy and emotional awareness. Additionally, a weaker activation of the right posterior insula, as induced by perceiving the harm of others, was associated with more CD symptoms and callousness. Similarly, the reactive aggression scores of CD were associated with hyperactivity in the posterior insula and anterior mid-cingulate cortex, indicating heightened emotional response to provocative stimuli (Michalska et al., 2016). Another study applying electroencephalography and event-related potentials (EEG/ERPs) in juvenile psychopaths, appears to echo with the aforementioned findings. Youths with higher callous unemotional traits exhibited atypical neural dynamics in regards to pain empathy processing in the early stages concerning affective arousal, which was coupled with their comparable insensitivity to actual pain. Their ability to understand others’ intentions, however, was not seen to be affected. Such disassociation between affective arousal and emotion understanding might contribute to generating aggressive behaviors in juvenile psychopaths (Cheng et al., 2012a).

Importantly, the link between pain sensitivity and empathic response was uncovered in adolescents with autistic and CD symptoms (Chen et al., 2017b). When compared to typically developing controls, the tactile pressure pain threshold was lower in the autistic group when compared to the conduct group, whose threshold was higher. The autistic group exhibited decreased ratings of unpleasantness and pain intensity to the sufferings of others than did the controls and the conduct groups. In the autistic and conduct groups, pain intensity scores were significantly associated with unpleasantness ratings to others’ pain. Moreover, the color autistic group significantly differed from the controls in the association between pain threshold values and unpleasantness scores. Importantly, these results may cast some light on the relationship between atypical low-level sensory functioning, for example altered pain sensitivity, and high-level processing of empathy.

**CONCLUSION**

This review sheds some light on the primitive forms of the social brain as observed in early ontogeny. To distinguish among the different facets of empathy, including affective arousal/emotional sharing, interpersonal harm sensitivity, and perspective taking, it is critical to avoid illustrating the complex relationship between morality and empathy in a misleading and equivocal way. The presence of affective arousal/emotional sharing, a basic form of empathy, helps in the understanding of such relations more precisely, as well as assists in elucidating the concepts being used in the current literature and, perhaps, also aids in the abandonment of the muddy concept of empathy (Decety and Cowell, 2014a). The interpersonal harm aversion exhibited in early life, shapes the fundamental nature of moral and social cognition, indicating that such motivational value lies in more general processes, rather than in fully distinct, specific neural regions dedicated for morality (Decety and Cowell, 2018). The realization of how basic forms of empathy, morality, and justice are substantialized in early ontogeny may provide valid information as to gain new insights into the underlying neurobiological precursors of the social brain, which may enable future translation toward therapeutic and medical interventions.

Likewise, suggestions for future lines of research can be inferred from this review. Foremost, we echo the concerns...
voiced by other authors (Nelson and Mondloch, 2018) that new studies in the fields of distress- and emotion-perception in others should adopt experimental designs employing dynamic stimuli over static ones, as they more clearly resemble daily interpersonal interactions. Furthermore, research is warranted as to elucidate to what extent empathy in the human social brain is innately reserved toward kin- and self-related interests, as well as how strong is the role played by parental dispositions in the infants’ emergence and maturation of empathic concern. Parallel to the last point, scholars have argued that collaboration and instrumental helping might be grounded on distinct psychological processes (Warneken and Tomasello, 2009a), thus, it would be of great avail to address this matter in conjunction with a neuroscientific standpoint, as to identify the neural underpinnings driving such differences. Additionally, new lines of enquiry should be initiated in order to tackle the issues (maybe even the existence) surrounding the MNS and its relationship to empathy and social cognition. Last but not least, we make a call for further studies resulting in the development of therapeutic interventions for those psychiatric and neurological conditions where perceptual processes underlying empathy and moral cognition have been seen to be affected in an atypical manner.
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Up to 650 000 deaths annually are associated with respiratory diseases from seasonal influenza, according to new estimates by the United States Centers for Disease Control and Prevention (US-CDC), WHO and global health partners.

This marks an increase on the previous global estimate of 250 000-500 000, which dates from over ten years ago and covered all influenza-related deaths, including cardiovascular disease or diabetes. The new figures of 290 000-650 000 deaths are based on more recent data from a larger, more diverse group of countries, including lower middle-income countries, and exclude deaths from non-respiratory diseases.

“These figures indicate the high burden of influenza and its substantial social and economic cost to the world,” said Dr Peter Salama, Executive Director of WHO’s Health Emergencies Programme. “They highlight the importance of influenza prevention for seasonal epidemics, as well as preparedness for pandemics.”

The estimates take into account findings from recent influenza respiratory mortality studies, including a study conducted by the United States Centers for Disease Control and Prevention (US-CDC), published in The Lancet on Thursday (14 December).

According to US-CDC, most deaths occur among people aged over 75 years, and in the world’s poorest regions. Sub-Saharan Africa accounts for the world’s greatest flu mortality risk, followed closely by the Eastern Mediterranean and Southeast Asia.

“All countries, rich and poor, large and small, must work together to control influenza outbreaks before the arrival of the next pandemic. This includes building capacity to detect and respond to outbreaks, and strengthening health systems to improve the health of the most vulnerable and those most at risk,” said Dr Salama.

Nearly all deaths among children under 5 with influenza-related lower respiratory tract infections occur in developing countries, but the effects
of seasonal influenza epidemics on the world’s poorest are not fully known.

WHO is working with partners to assess the global influenza burden of disease by providing guidance and expertise to Member States to measure the influenza disease burden and its economic consequences.

Further surveillance and laboratory studies of other diseases such as cardiovascular disease, which can be influenza-related, are expected to yield substantially higher estimates over the next few years.

WHO encourages countries to prioritize influenza prevention and produce national estimates to inform prevention policies. Annual influenza vaccination is recommended to prevent disease and complications from influenza infection. Vaccination is especially important for people at higher risk of serious influenza complications and death, and for health workers.

Seasonal influenza is an acute viral infection that spreads easily from person to person and circulates worldwide. Most people recover within a week without requiring medical attention. Common respiratory diseases related to seasonal influenza that can cause death include pneumonia and bronchitis.

WHO’s Influenza Burden of Disease Working Group comprises experts from the All India Institute of Medical Science, the National University of Singapore, the South African National Institute of Communicable Diseases, US CDC, Universidad del Valle de Guatemala and the University of Edinburgh.
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- The consistent increase of G614 at regional levels may indicate a fitness advantage.

- G614 is associated with lower RT PCR Cts, suggestive of higher viral loads in patients.

- The G614 variant grows to higher titers as pseudotyped virions.
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In Brief

Korber et al. present evidence that there are now more SARS-CoV-2 viruses circulating in the human population globally that have the G614 form of the Spike protein versus the D614 form that was originally identified from the first human cases in Wuhan, China. Follow-up studies show that patients infected with G614 shed more viral nucleic acid compared with those with D614, and G614-bearing viruses show significantly higher infectious titers in vitro than their D614 counterparts.
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SUMMARY

A SARS-CoV-2 variant carrying the Spike protein amino acid change D614G has become the most prevalent form in the global pandemic. Dynamic tracking of variant frequencies revealed a recurrent pattern of G614 increase at multiple geographic levels: national, regional, and municipal. The shift occurred even in local epidemics where the original D614 form was well established prior to introduction of the G614 variant. The consistency of this pattern was highly statistically significant, suggesting that the G614 variant may have a fitness advantage. We found that the G614 variant grows to a higher titer as pseudotyped virions. In infected individuals, G614 is associated with lower RT-PCR cycle thresholds, suggestive of higher upper respiratory tract viral loads, but not with increased disease severity. These findings illuminate changes important for a mechanistic understanding of the virus and support continuing surveillance of Spike mutations to aid with development of immunological interventions.

INTRODUCTION

The past two decades have seen three major pathogenic zoonotic disease outbreaks caused by betacoronaviruses (Cui et al., 2019; de Wit et al., 2016; Liu et al., 2020; Wu et al., 2020). Severe acute respiratory syndrome coronavirus (SARS-CoV) emerged in 2002, infecting ~8,000 people with a 10% mortality. Middle East respiratory syndrome coronavirus (MERS-CoV) emerged in 2012 with ~2,300 cases and 35% mortality (Graham and Baric, 2010). The third, SARS-CoV-2, causes the severe respiratory disease coronavirus disease 2019 (COVID-19) (Gorbatenya et al., 2020). First reported in China in December 2019 (Zhou et al., 2020), it rapidly became a pandemic with devastating effects. The June 21, 2020 World Health Organization (WHO) Situation Report records over 8.7 million COVID-19 cases and 460,000 deaths, numbers that increase daily. Humans have no direct immunological experience with SARS-CoV-2, leaving us vulnerable to infection and disease. SARS-CoV-2 is highly transmissible: basic reproduction number, $R_0$, estimates vary between 2.2 and 3.9 (Lv et al., 2020). Estimates of mortality vary regionally between 0.8% and 14.5% (mortality analyses, Johns Hopkins University of Medicine)

Coronaviruses have genetic proofreading mechanisms (Sevajol et al., 2014; Smith et al., 2013), and SARS-CoV-2 sequence diversity is very low (Fauver et al., 2020). Still, natural selection can act upon rare but favorable mutations. By analogy, antigenic drift results in gradual accumulation of mutations by the influenza virus during flu season, and the complex interplay between immunological resistance mutations and the fitness landscape enables antibody resistance to develop across populations (Wu et al., 2020), driving the need to develop new influenza vaccines every few seasons. Longer flu seasons have increased opportunities for selection pressure (Boni et al., 2006). Although SARS-CoV-2 shows evidence of some seasonal waning (Sehra...
et al., 2020), the persistence of the pandemic may enable accumulation of immunologically relevant mutations in the population even as vaccines are developed. Antigenic drift is seen among the common cold coronaviruses OC43 (Ren et al., 2015; Vijgen et al., 2005) and 229E (Chibo and Birch, 2006) and in SARS-CoV-1 (Quan et al., 2003; Song et al., 2003). Notably, a single SARS-CoV-1 amino acid change, Spike D480A/G in the receptor binding domain (RBD), arose in infected humans and civets and became the dominant variant among 2003/2004 viruses. D480A/G escapes neutralizing antibody 80R, and immune pressure from 80R in vitro could recapitulate emergence of the D480 mutation (Sui et al., 2008). Although there is no evidence yet of antigenic drift for SARS-CoV-2, with extended human-to-human transmission, SARS-CoV-2 could also acquire mutations with fitness advantages and immunological resistance. Attending to this risk now by identifying evolutionary transitions that may be relevant to the fitness or antigenic profile of the virus is important to ensure effectiveness of the vaccines and immunotherapeutic interventions as they advance to the clinic.

In response to the urgent need to develop effective vaccines and antibody-based therapeutic agents against SARS-CoV-2, over 90 vaccine and 50 antibody approaches are currently being explored (Cohen, 2020; Yu et al., 2020). Most target the trimeric Spike protein, which mediates host cell binding and entry and is the major target of neutralizing antibodies (Chen et al., 2020; Yuan et al., 2020). Spike monomers are comprised of an N-terminal S1 subunit that mediates receptor binding and a membrane-proximal S2 subunit that mediates membrane fusion (Hoffmann et al., 2020a; Walls et al., 2020; Wrapp et al., 2020). SARS-CoV-2 and SARS-CoV-1 share ~79% sequence identity (Lu et al., 2020), and both use angiotensin-converting enzyme 2 (ACE2) as their cellular receptor. Antibody responses to SARS-CoV-1 Spike are complex. In some patients with rapid and high neutralizing antibody responses, an early decline of these responses is associated with increased severity of disease and a higher risk of death (Ho et al., 2005; Liu et al., 2006; Temperton et al., 2005; Zhang et al., 2006). Some antibodies against SARS-CoV-1 Spike mediate antibody-dependent enhancement (ADE) of infection in vitro and exacerbate disease in animal models (Jaume et al., 2011; Wan et al., 2020; Wang et al., 2014; Yip et al., 2016).

Most current SARS-CoV-2 immunogens and testing reagents are based on the Spike protein sequence of the Wuhan reference sequence (Wang et al., 2020), and first-generation antibody therapeutic agents were discovered based on early pandemic infections and evaluated using the Wuhan reference sequence proteins. Alterations of the reference sequence as the virus propagates in human-to-human transmission could potentially alter the viral phenotype and/or the efficacy of immune-based interventions. Therefore, we designed bioinformatics tools to create an “early warning” strategy to evaluate Spike evolution during the pandemic to enable testing of mutations for phenotypic implications and generation of appropriate antibody breadth evaluation panels as vaccines and antibody-based therapeutic agents progress. Phylogenetic analysis of the global sampling of SARS-CoV-2 is being very capably addressed by the Global Initiative for Sharing All Influenza Data (GISAID) database (https://www.gisaid.org/; Elbe and Buckland-Merrett, 2017; Shu and McCauley, 2017) and Nextstrain (https://nextstrain.org; Hadfield et al., 2018). However, in a setting of low genetic diversity like that of SARS-CoV-2, with very few de novo mutational events, phylogenetic methods that use homology to identify positive selection (Crispell et al., 2019) have limited statistical power. Additionally, recombination can add a confounding factor to phylogenetic reconstructions, and recombination is known to play a role in natural coronavirus evolution (Graham and Baric, 2010; Lau et al., 2011; Li et al., 2020; Oong et al., 2017; Rehman et al., 2020), and recombinant sequences (potential sequencing artifacts) have been found among SARS-CoV-2 sequences (De Maio et al., 2020). Given these issues, we developed an alternative indicator of potential positive selection by identifying variants that are recurrently becoming more prevalent in different geographic locations. If increases in relative frequency of a particular variant are observed repeatedly in distinct geographic regions, then that variant becomes a candidate for conferring a selective advantage.

Single amino acid changes are worth monitoring because they can be phenotypically relevant. Among coronaviruses, point mutations have been demonstrated to confer resistance to neutralizing antibodies in MERS-CoV (Tang et al., 2014) and SARS-CoV-1 (Sui et al., 2008; ter Meulen et al., 2006). In the HIV envelope, single amino acid changes are known to alter host species susceptibility (Li et al., 2016), increase expression levels (Asmal et al., 2011), change the viral phenotype from tier 2 to tier 1, cause an overall change in neutralization sensitivity (Gao et al., 2014; LaBranche et al., 2019), and confer complete or nearly complete resistance to classes of neutralizing antibodies (Bricault et al., 2019; Sadjadpour et al., 2013; Zhou et al., 2019).

We developed a bioinformatics pipeline to identify Spike amino acid variants that are increasing in frequency across many geographic regions by monitoring GISAID data. By early April 2020, it was clear that the Spike D614G mutation exhibited this behavior, and G614 has since become the dominant form in the pandemic. We present experimental evidence that the G614 variant is associated with greater infectivity as well as clinical evidence that it is associated with higher viral loads. We continue to monitor other mutations in Spike for frequency shifts at regional and global levels and provide regular updates at a public web site (https://cov.lanl.gov).

RESULTS

Website Overview

Our analysis pipeline to track SARS-CoV-2 mutations in the COVID-19 pandemic is based on regular updates from the GISAID SARS-CoV-2 sequence database (GISAID acknowledgments are in Table S1). GISAID sequences are generally linked to the location and date of sampling. Our website provides visualizations and summary data that allow regional tracking of SARS-CoV-2 mutations over time. Hundreds of new SARS-CoV-2 sequences are added to GISAID each day, so we have automated steps to create daily working alignments (Kurtz et al., 2004; Figure S1). The analysis presented here is based on a May 29, 2020 download of the GISAID data, when our Spike alignment included 28,576 sequences; updated versions of key figures can be recreated at our website (https://cov.lanl.gov). The
overall evolutionary rate for SARS-CoV-2 is very low, so we set a low threshold for a Spike mutation to be deemed “of interest,” and we track all sites in Spike where 0.3% of the sequences differ from the Wuhan reference sequence, monitoring them for increasing frequency over time in geographic regions as well as for recurrence in different geographic regions. Here we present results for the first amino acid variant to stand out by these metrics, D614G.

The D614G Variant
Increasing Frequency and Global Distribution
The Spike D614G amino acid change is caused by an A-to-G nucleotide mutation at position 23,403 in the Wuhan reference strain; it was the only site identified in our first Spike variation analysis in early March 2020 that met our threshold criterion. At that time, the G614 form was rare globally but gaining prominence in Europe, and GISAID was also tracking the clade carrying the D614G substitution, designating it the “G clade.” The D614G change is almost always accompanied by three other mutations: a C-to-T mutation in the 5′ UTR (position 241 relative to the Wuhan reference sequence), a silent C-to-T mutation at position 3,037, and a C-to-T mutation at position 14,408 that results in an amino acid change in RNA-dependent RNA polymerase (RdRp P323L). The haplotype comprising these 4 genetically linked mutations is now the globally dominant form. Prior to March 1, 2020, it was found in 10% of 997 global sequences; between March 1 and March 31, 2020, it represented 67% of 14,951 sequences; and between April 1 and May 18, 2020 (the last data point available in our May 29, 2020 sample), it represented 78% of 12,194 sequences. The transition from D614 to G614 occurred asynchronously in different regions throughout the world, beginning in Europe, followed by North America and Oceania and then Asia (Figures 1, 2, 3, S2, and S3).

We developed two statistical approaches to assess the consistency and significance of the D614-to-G614 transition. In general, to observe a significant change in the frequency of variants in a geographic region, three requirements must be met. First, both variants must at some point be co-circulating in the geographic area. Second, there must be sampling over an adequate duration to observe a change in frequency. Third, enough samples must be available for adequate statistical power to detect a difference. Both of our approaches enable us to systematically extract all GISAID local and regional data that meet these three requirements.

Our first approach requires that there be an “onset,” defined as the first day where the cumulative number of sequences reached 15 and both forms were represented at least 3 times; we further require that there be at least 15 sequences available at least 2 weeks after onset. Each geographic region that meets these criteria is extracted separately based on the hierarchical geographic/political levels designated in GISAID (Figure 1B). A two-sided Fisher’s exact test compares the counts in the pre-onset period with the counts after the 2-week delay period and provides a p value against the null hypothesis that the fraction of D614 versus G614 sequences did not change. All regions that met the above criteria and that showed a significant change in either direction (p < 0.05) are included. Almost all shifted toward increasing G614 frequencies: 5 of 5 continents, 16 of 17 countries (two-sided binomial p value of 0.00027), 16 of 16 regions (p = 0.00003), and 11 of 12 counties and cities (p = 0.0063).

Figure 1. The Global Transition from the Original D614 Form to the G614 Variant
For a Figure360 author presentation of this figure, see https://doi.org/10.1016/j.cell.2020.06.043#mmc4.
(A) Changes in the global distribution of the relative frequencies of the D614 (orange) and G614 (blue) variants in 2 time frames. Circle size indicates the relative sampling within each map. Through March 1, 2020, the G614 variant was rare outside of Europe, but by the end of March 2020 it had increased in frequency worldwide. These data are explored regionally in Figure 2 (Europe), Figure S2 (North America), and Figure S3 (Australia and Asia).
(B) Paired bar chart compares the fraction of sequences with D614 and G614 for two time periods separated by a 2-week gap. The first time period (left bar) includes all sequences up to the onset day (see main text). The second time period (right bar) includes all sequences acquired at least 2 weeks after the onset date. All regions are shown that meet the minimal threshold criteria for inclusion (see main text) with a significant shift in frequency (two-sided Fisher’s exact test, p < 0.05). Four hierarchical geographic levels are split out based on GISAID naming conventions.
(C) Running weekly average counts of sampled sequences exhibiting the D614 (orange) and G614 (blue) variants on different continents between January 12 and May 12, 2020. The measure of interest is the relative frequency over time. The shape of the overall curve just reflects sample availability; sequencing was more limited earlier in the epidemic (hence the left-hand tail), and there is a time lag between viral sampling and sequence availability in GISAID (hence the right-hand tail).
Weekly running count plots were generated with Python Matplotlib (Hunter, 2007); all elements of this figure are frequently updated at https://cov.lanl.gov/.
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Department of Public Health (DPH) to date; the G614 variant was apparently not established in that community. In contrast, a smaller set of Santa Clara county sequences, sampled from mid-March to early April 2020, were specifically noted to be from Stanford; the Stanford samples had a mixture of both forms co-circulating (Figure S4), suggesting that the two communities in Santa Clara County are effectively distinct. A June 19, 2020 GISAID update for several California counties is provided in Figure S4C, and the G614 form is present in the most recent Santa Clara DPH samples.

Our second statistical approach to evaluating the significance of the D614-to-G614 transition (Figure 3) uses the time series data in GISAID more fully. Here we extracted all regional data from GISAID that had a minimum of 5 sequences representing each of the D614 and the G614 variants and at least 14 days of sampling. We then modeled the daily fraction of G614 as a function of time using isotonic regression, testing the null hypothesis that this fraction does not change over time (i.e., it remains roughly flat over time with equally likely random fluctuations of increase or decrease). We then separately tested the null against two alternative hypotheses: that the fraction of G614 increases or that it decreases. Figure 3A shows separate p values for all subcountries/states and counties/cities that met the minimal criteria. 30 of 31 subcountries/states with a significant change in frequency were increasing in G614; a binomial test indicates that G614 increases are highly significantly enriched (p = 2.98e–09). This was also found in 17 of 19 counties/cities (p = 0.0007). Figure 3B shows examples for 3 cities, plotting the daily fraction of G614 as a function of time. Country summaries (similar to Figure 3A) and plots for all regions (similar to Figure 3B) are included in Data S1.

**Origins of the D614G 4-Base Haplotype**

The earliest examples of sequences carrying parts of the 4-mutation haplotype that characterizes the D614G GISAID G clade were found in China and Germany in late January 2020, and they carried 3 of the 4 mutations that define the clade, lacking only the RdRp P323L substitution (Figure S5D). This may be an ancestral form of the G clade. One early Wuhan sequence and one early Thai sequence had the D614G change but not the other 3 mutations (Figure S5D); these may have arisen independently. The earliest sequence we detected that carried all 4 mutations was sampled in Italy on February 20, 2020 (Figure S5D). Within days, this haplotype was sampled in many countries in Europe.

**Structural Implications of the Spike D614G Change**

D614 is located on the surface of the Spike protein protomer, where it can form contacts with the neighboring protomer (Figure 4A). Cryo-electron microscopy (cryo-EM) structures (Walls et al., 2020; Wrapp et al., 2020) indicate that the side chains of D614 and T859 of the neighboring protomer (Figure 4B) form a between-protomer hydrogen bond, bringing together a residue from the S$_1$ unit of one protomer and a residue of the S$_2$ unit of the other protomer (Figure 4C). The change to G614 would eliminate this side-chain hydrogen bond, possibly increasing main-chain flexibility and altering between-protomer interactions. In addition, this substitution could modulate glycosylation at the nearby N616 site, influence the dynamics of the spatially proximal fusion peptide (Figure 4D) of the neighboring protomer, or have other effects.

**G614 Is Associated with Potentially Higher Viral Loads in COVID-19 Patients but Not with Disease Severity**

SARS-CoV-2 sequences from 999 individuals presenting with COVID-19 disease at the Sheffield Teaching Hospitals NHS Foundation Trust were available and linked to clinical data. The Sheffield data include age, sex, date of sampling, hospitalization status (defined as outpatient [OP], inpatient [IP], requiring hospitalization, or admittance to the intensive care unit [ICU]), and the cycle threshold (Ct) for a positive signal in E-gene based RT-PCR. The Ct is used here as a surrogate for relative viral loads; lower Ct values indicate higher viral loads (Corman et al., 2020), but not all viral nucleic acids represent infectious viral particles. RT-PCR methods changed during the course of the study because of limited availability of testing kits. The first method involved nucleic acid extraction and the second method heat treatment (Fomsgaard and Rosenstierne, 2020). A generalized linear model (GLM) used to predict the PCR Ct based on the RT-PCR method, sex, age, and D614G status showed only the RT-PCR method (p < 2e–16) and D614G status (p = 0.037) to be statistically significant (Figure 5A). Lower Ct values were observed in G614 infections. While our paper was in revision, G614-variant association with low Ct values in vivo (Figure 5) was reported independently by two other groups (Lorenzo-Rondono et al., 2020; Wagner et al., 2020) in preprints that have not yet been peer reviewed.

We found no significant association between D614G status and disease severity as measured by hospitalization outcomes. A comparison of D614G status and hospitalization (combining IP and ICU) was not significant (p = 0.66, Fisher’s exact test), although comparing ICU admission with IP and OP did have borderline significance (p = 0.047) (Figure 5B). Regression analysis reinforced the result that G614 status was not associated with greater levels of hospitalization but that higher age (Dowd et al., 2020; Promislow, 2020), male sex (Conti and Younes,
### A

**GISAID level 3: Subcounty/State**

<table>
<thead>
<tr>
<th>Level 3: Region</th>
<th># G614</th>
<th># G614</th>
<th>Time window (days)</th>
<th>SI614 increasing p-value</th>
<th>SI614 decreasing p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia, New South Wales</td>
<td>189</td>
<td>180</td>
<td>51</td>
<td>0.00025</td>
<td>0.99</td>
</tr>
<tr>
<td>Australia, Victoria</td>
<td>229</td>
<td>205</td>
<td>43</td>
<td>0.00025</td>
<td>0.99</td>
</tr>
<tr>
<td>Belgium, Flanders</td>
<td>12</td>
<td>37</td>
<td>18</td>
<td>0.00025</td>
<td>0.77</td>
</tr>
<tr>
<td>China, Beijing</td>
<td>46</td>
<td>35</td>
<td>55</td>
<td>0.00025</td>
<td>0.98</td>
</tr>
<tr>
<td>Germany, North-West—Westfalia</td>
<td>56</td>
<td>37</td>
<td>16</td>
<td>0.00025</td>
<td>0.97</td>
</tr>
<tr>
<td>Spain, Community—Valencia</td>
<td>73</td>
<td>330</td>
<td>32</td>
<td>0.00025</td>
<td>0.95</td>
</tr>
<tr>
<td>United Kingdom, Tynesia</td>
<td>14</td>
<td>33</td>
<td>16</td>
<td>0.00025</td>
<td>0.52</td>
</tr>
<tr>
<td>United Kingdom, England</td>
<td>1904</td>
<td>6316</td>
<td>119</td>
<td>0.00025</td>
<td>1.00</td>
</tr>
<tr>
<td>United Kingdom, Scotland</td>
<td>443</td>
<td>1175</td>
<td>73</td>
<td>0.00025</td>
<td>0.68</td>
</tr>
<tr>
<td>United Kingdom, Wales</td>
<td>717</td>
<td>1792</td>
<td>45</td>
<td>0.00025</td>
<td>0.95</td>
</tr>
<tr>
<td>USA, Arizona</td>
<td>11</td>
<td>64</td>
<td>22</td>
<td>0.00025</td>
<td>0.99</td>
</tr>
<tr>
<td>USA, California, excluding Santa Clara</td>
<td>297</td>
<td>109</td>
<td>70</td>
<td>0.00025</td>
<td>1.00</td>
</tr>
<tr>
<td>USA, Alaska</td>
<td>150</td>
<td>175</td>
<td>53</td>
<td>0.00025</td>
<td>0.99</td>
</tr>
<tr>
<td>USA, Michigan</td>
<td>31</td>
<td>382</td>
<td>53</td>
<td>0.00025</td>
<td>0.85</td>
</tr>
<tr>
<td>USA, New York</td>
<td>91</td>
<td>1168</td>
<td>52</td>
<td>0.00025</td>
<td>1.00</td>
</tr>
<tr>
<td>USA, Utah</td>
<td>24</td>
<td>258</td>
<td>43</td>
<td>0.00025</td>
<td>0.98</td>
</tr>
<tr>
<td>USA, Virginia</td>
<td>27</td>
<td>220</td>
<td>43</td>
<td>0.00025</td>
<td>0.98</td>
</tr>
<tr>
<td>USA, Wisconsin</td>
<td>126</td>
<td>683</td>
<td>103</td>
<td>0.00025</td>
<td>1.00</td>
</tr>
<tr>
<td>USA, Wisconsin, excluding Hawaii</td>
<td>156</td>
<td>197</td>
<td>49</td>
<td>0.00025</td>
<td>0.77</td>
</tr>
<tr>
<td>India, Maharashtra</td>
<td>35</td>
<td>35</td>
<td>40</td>
<td>0.00025</td>
<td>0.97</td>
</tr>
<tr>
<td>Thailand, Bangkok</td>
<td>28</td>
<td>12</td>
<td>19</td>
<td>0.00025</td>
<td>0.72</td>
</tr>
<tr>
<td>Chile, Santiago</td>
<td>19</td>
<td>63</td>
<td>27</td>
<td>0.00025</td>
<td>0.99</td>
</tr>
<tr>
<td>USA, Nevada</td>
<td>38</td>
<td>56</td>
<td>26</td>
<td>0.00025</td>
<td>0.98</td>
</tr>
<tr>
<td>United Kingdom, Northern Ireland, excluding Hawaii</td>
<td>47</td>
<td>60</td>
<td>22</td>
<td>0.00032</td>
<td>0.42</td>
</tr>
<tr>
<td>Australia, South Australia, excluding Queensland</td>
<td>15</td>
<td>18</td>
<td>32</td>
<td>0.00099</td>
<td>0.84</td>
</tr>
<tr>
<td>USA, Minnesota</td>
<td>51</td>
<td>96</td>
<td>35</td>
<td>0.00014</td>
<td>0.76</td>
</tr>
<tr>
<td>Taiwan, Taipei</td>
<td>17</td>
<td>26</td>
<td>26</td>
<td>0.00053</td>
<td>0.45</td>
</tr>
<tr>
<td>Australia, Queensland</td>
<td>12</td>
<td>13</td>
<td>58</td>
<td>0.00054</td>
<td>0.96</td>
</tr>
<tr>
<td>USA, Florida</td>
<td>11</td>
<td>35</td>
<td>18</td>
<td>0.00082</td>
<td>0.82</td>
</tr>
<tr>
<td>USA, Connecticut</td>
<td>22</td>
<td>127</td>
<td>34</td>
<td>0.00095</td>
<td>0.93</td>
</tr>
<tr>
<td>Belgium, Hague</td>
<td>19</td>
<td>340</td>
<td>28</td>
<td>0.00167</td>
<td>0.97</td>
</tr>
<tr>
<td>Denmark, Zealand</td>
<td>32</td>
<td>493</td>
<td>34</td>
<td>0.00246</td>
<td>0.56</td>
</tr>
<tr>
<td>Canada, Ontario</td>
<td>26</td>
<td>32</td>
<td>15</td>
<td>0.00206</td>
<td>0.91</td>
</tr>
<tr>
<td>India, Gujarat</td>
<td>10</td>
<td>125</td>
<td>22</td>
<td>0.00015</td>
<td>0.08</td>
</tr>
<tr>
<td>Austria, Vienna</td>
<td>10</td>
<td>108</td>
<td>43</td>
<td>0.52053</td>
<td>0.59</td>
</tr>
<tr>
<td>Spain, Madrid</td>
<td>20</td>
<td>56</td>
<td>16</td>
<td>0.35080</td>
<td>0.89</td>
</tr>
<tr>
<td>Netherlands, Island—Brabant</td>
<td>44</td>
<td>58</td>
<td>23</td>
<td>0.21064</td>
<td>0.64</td>
</tr>
<tr>
<td>USA, Texas</td>
<td>75</td>
<td>169</td>
<td>29</td>
<td>0.26072</td>
<td>0.72</td>
</tr>
<tr>
<td>Netherlands, South—Holland</td>
<td>15</td>
<td>75</td>
<td>29</td>
<td>0.28068</td>
<td>0.69</td>
</tr>
<tr>
<td>Netherlands, Utrecht</td>
<td>18</td>
<td>32</td>
<td>55</td>
<td>0.80034</td>
<td>0.34</td>
</tr>
<tr>
<td>India, Delhi</td>
<td>24</td>
<td>13</td>
<td>32</td>
<td>0.00075</td>
<td>1.00</td>
</tr>
</tbody>
</table>

**GISAID level 4: County/City**

<table>
<thead>
<tr>
<th>Level 4: County/City</th>
<th># G614</th>
<th># G614</th>
<th>Time window (days)</th>
<th>SI614 increasing p-value</th>
<th>SI614 decreasing p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia, New South—Sydney, excluding Queensland</td>
<td>189</td>
<td>179</td>
<td>51</td>
<td>0.00025</td>
<td>1.00</td>
</tr>
<tr>
<td>Spain, Community—Valencia, excluding Catalonia</td>
<td>72</td>
<td>97</td>
<td>30</td>
<td>0.00025</td>
<td>0.64</td>
</tr>
<tr>
<td>United Kingdom, England, excluding London</td>
<td>240</td>
<td>628</td>
<td>35</td>
<td>0.00025</td>
<td>0.28</td>
</tr>
<tr>
<td>United Kingdom, England, excluding London</td>
<td>751</td>
<td>3020</td>
<td>81</td>
<td>0.00025</td>
<td>1.00</td>
</tr>
<tr>
<td>United Kingdom, England, excluding London</td>
<td>97</td>
<td>484</td>
<td>46</td>
<td>0.00025</td>
<td>0.71</td>
</tr>
<tr>
<td>United Kingdom, England, excluding London</td>
<td>204</td>
<td>386</td>
<td>76</td>
<td>0.00025</td>
<td>0.99</td>
</tr>
<tr>
<td>United Kingdom, England, excluding London</td>
<td>430</td>
<td>431</td>
<td>44</td>
<td>0.00025</td>
<td>1.00</td>
</tr>
<tr>
<td>USA, Washington, excluding District</td>
<td>173</td>
<td>75</td>
<td>58</td>
<td>0.00025</td>
<td>0.99</td>
</tr>
<tr>
<td>USA, Washington, excluding District</td>
<td>32</td>
<td>35</td>
<td>21</td>
<td>0.00025</td>
<td>1.00</td>
</tr>
<tr>
<td>USA, Washington, excluding District</td>
<td>35</td>
<td>32</td>
<td>27</td>
<td>0.00025</td>
<td>1.00</td>
</tr>
<tr>
<td>USA, Washington, excluding District</td>
<td>66</td>
<td>30</td>
<td>32</td>
<td>0.00025</td>
<td>0.97</td>
</tr>
<tr>
<td>USA, Wisconsin, excluding District</td>
<td>66</td>
<td>30</td>
<td>32</td>
<td>0.00025</td>
<td>0.97</td>
</tr>
<tr>
<td>USA, Wisconsin, excluding District</td>
<td>269</td>
<td>269</td>
<td>28</td>
<td>0.00075</td>
<td>0.97</td>
</tr>
<tr>
<td>USA, California, San—Diego</td>
<td>11</td>
<td>75</td>
<td>33</td>
<td>0.0022</td>
<td>0.95</td>
</tr>
<tr>
<td>United Kingdom, England, excluding London</td>
<td>36</td>
<td>357</td>
<td>19</td>
<td>0.0056</td>
<td>0.91</td>
</tr>
<tr>
<td>USA, Wisconsin, excluding District</td>
<td>13</td>
<td>43</td>
<td>26</td>
<td>0.0309</td>
<td>0.99</td>
</tr>
<tr>
<td>USA, New York, Manhattan</td>
<td>38</td>
<td>339</td>
<td>30</td>
<td>0.0360</td>
<td>0.90</td>
</tr>
<tr>
<td>USA, California, excluding District</td>
<td>59</td>
<td>83</td>
<td>21</td>
<td>0.0468</td>
<td>0.34</td>
</tr>
<tr>
<td>USA, New York, Brooklyn</td>
<td>13</td>
<td>292</td>
<td>46</td>
<td>0.0700</td>
<td>0.87</td>
</tr>
<tr>
<td>USA, Washington, excluding District</td>
<td>384</td>
<td>39</td>
<td>31</td>
<td>0.0730</td>
<td>0.00025</td>
</tr>
<tr>
<td>USA, California, Santa Clara</td>
<td>345</td>
<td>24</td>
<td>50</td>
<td>0.4900</td>
<td>0.00025</td>
</tr>
</tbody>
</table>
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higher Ct values (lower viral loads) were highly predictive of hospitalization. Further analysis showed that viral load was not masking a potential D614G status effect on hospitalization (STAR Methods). Univariate analysis also found highly significant associations between age and male sex and hospitalization (STAR Methods).

**G614 Is Associated with Higher Infectious Titers of Spike-Pseudotyped Virus**

We quantified the infectious titers of pseudotyped single-cycle vesicular stomatitis virus (VSV) and lentiviral particles displaying D614 or G614 SARS-CoV2 Spike protein. For the VSV and lentiviral pseudotypes, G614-bearing viruses had significantly higher infectious titers (2.6- to 9.3-fold increase) than their D614 counterparts; this was confirmed in multiple cell types (Figures 6A–6C). Similar results, reported recently in a preprint that has not yet been peer reviewed, also suggest that G614 increases Spike stability and membrane incorporation (Zhang et al., 2020).

TMPRSS2, a type II transmembrane serine protease, cleaves the viral Spike after receptor binding to enhance entry of MERS-CoV, SARS-CoV, and SARS-CoV-2 (Hoffmann et al., 2020b; Kleine-Weber et al., 2018; Matsuyama et al., 2020; Millet and Whittaker, 2014; Park et al., 2016; Shulla et al., 2011; Zang et al., 2020). Spike 614 is in a pocket adjacent to the fusion peptide near the expected TMPRSS2 cleavage site, suggesting that there could be differences in the propensity and/or requirement for TMPRSS2 of the G614 variant. To test this hypothesis, we infected 293T cells stably expressing the ACE2 receptor in the presence or absence of TMPRSS2 and quantified the titer of infectious virus. We found similar fold changes in titers between D614 and G614 regardless of TMPRSS2 expression (Figure 6A). Hence, entry of G614-bearing viruses into 293T-ACE2 cells compared with D614-bearing viruses is not enhanced by TMPRSS2. Further studies are required to determine whether the G614 variant shows increased titers in lung cells, which may recapitulate native protease expression levels more faithfully, and to determine whether this variant increases the fitness of authentic SARS-CoV-2.

We also tested whether the D614G variations would be similarly neutralized by a polyclonal antibody. Convalescent sera of six San Diego residents, likely infected in early to mid-March 2020, when D614 and G614 were circulating, demonstrate equivalent or better neutralization of a G614-bearing pseudovirus compared with a D614-bearing pseudovirus (Figures 6D and 6E), although we do not know with which virus each of these individuals were infected, these initial data suggest that, despite increased fitness in cell culture, G614-bearing virions are not intrinsically more resistant to neutralization by convalescent sera.

**Additional Sites of Interest in the Spike Gene with Rare Mutations**

Spike has very few mutations overall. A small set has reached 0.3% or more of the global population sample, the threshold for automatic tracking at the https://cov.lanl.gov website (Figures 7A and 7B; details are provided in Table S2). Regions in the alignment where entropy is relatively high compared with the rest of Spike (i.e., local clusters of rare mutations) are also tracked (Table S2). Genetic mutations of interest are mapped to spikes, indicating amino acid changes onto a Spike structure (Figure 4). The mutation resulting in the signal peptide S5F change recurs many times in the tree and is stably maintained in about 0.6% of the global GISAID data. There are several clusters of mutations in the region of the Spike gene encoding the N-terminal domain (NTD) and RBD that are potential targets for neutralizing antibodies (Chen et al., 2017; Zhou et al., 2019; Sui et al., 2008; Tang et al., 2014; ter Meulen et al., 2006). The RBD cluster (positions 475–483) spans two positions, 475 and 476, that are located within 4 Å of bound ACE2 (Figure 4D; Yan et al., 2020). The fusion peptide contains a cluster of amino acid changes between 826–839; this cluster is highlighted in Figure 7 to illustrate our web-based tools for tracking variation (Figures 7A–7C). The fusion core of HR1 (Xia et al., 2020), next to the helix break in pre-fusion Spike, also contains a cluster of amino acid changes between 936-940 (Figure 4E). The motif SXSS (937–940) may enhance the association of helices (Dawson et al., 2002; Salamango and Johnson, 2015). The cytoplasmic tail of Spike also contains a site of interest, P1263L.

**DISCUSSION**

Our data show that, over the course of 1 month, the variant carrying the D614G Spike mutation became the globally dominant form of SARS-CoV-2. Phylogenetic tracking of SARS-CoV-2 variants at Nextstrain reveals complex webs of evolutionary and geographical relationships (https://nextstrain.org; Hadfield et al., 2018); travelers globally dispersed G614 variants and likely...
would have introduced and reintroduced G614 variants into different locations. Still, D614 prevalent epidemics were very well established in many locations when G614 first began to appear (see Figure S2 for examples). The mutation that causes the D614G amino change is transmitted as part of a conserved haplotype defined by 4 mutations that almost always track together (Figures S5 and S6). The pattern of increasing G614 frequency within many different populations where D614 and G614 were co-circulating is highly significant, suggesting that G614 may be under positive selection (Figures 1B and 3). We also found G614 to be associated with higher levels of viral nucleic acid in the upper respiratory tract in human patients (Figure 5), suggestive of higher viral loads, and with higher infectivity in multiple pseudotyping assays (Figure 6).

Given that most G614 variants belong to the G clade lineage, phylogenetic methods that depend on recurrence of mutational events for their signal are poorly powered to resolve whether D614G is under positive selection. The GISAID data, however,
Figure 6. Viral Infectivity and D614G Associations

(A) A recombinant VSV pseudotyped with the G614 Spike grows to a higher titer than D614 Spike in Vero, 293T-ACE2, and 293T-ACE2-TMPRSS2 cells, as measured in terms of focus-forming units (ffu). ****p < 0.0001 by Student’s t test in pairwise comparisons. Experiments were repeated twice, each time in triplicate. Using a GLM to assess viral infectivity of the D614 and G614 variants across cell types and to account for repeat experiments, we found that the G614 variant had an average 3-fold higher infectious titer than D614 and that this difference was highly significant (p = 9 x 10^-11) (STAR Methods).

(B and C) Recombinant lentiviruses pseudotyped with the G614 Spike were more infectious than corresponding D614 S-pseudotyped viruses in (B) 293T/ACE2 (6.5-fold increase) and (C) TZM-bl/ACE2 cells (2.8-fold increase, p < 0.0001). Relative luminescence units (RLUs) of Luc reporter gene expression (Naldini et al., 1996) were standardized to the p24 content of the pseudoviruses (p24 content of pseudoviruses for 293T/ACE2 cells: D614 = 269 ng/mL, G614 = 255 ng/mL; p24 content of pseudoviruses for TZM-bl/ACE2 cells, D614 = 680 ng/mL, G614 = 605 ng/mL). Background RLUs were measured in wells that received cells but no pseudovirus.

(D and E) Convalescent serum from six individuals in San Diego (Donors A–F) can neutralize D614-bearing (orange) and G614-bearing (blue) VSV pseudoviruses. Percent relative infection is plotted versus log polyclonal antibody concentration. Error bars indicate the mean ± SD of two biological replicates, each having two technical replicates. In (D), the sensitivity to each form is shown separately for each sera. In (E) the responses to all sera are combined in one graph, and two negative control normal human sera are indicated in grey.
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Higher Entropy Mutational clusters

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Category</th>
<th>Count</th>
<th>Percent</th>
<th>Local cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-9</td>
<td>Signal Peptide</td>
<td>28856</td>
<td>98.78</td>
<td>Portugal, New Zealand</td>
</tr>
<tr>
<td>18-29</td>
<td>N-terminal domain (NTD)</td>
<td>149</td>
<td>0.51</td>
<td>Iceland</td>
</tr>
<tr>
<td>46-54</td>
<td>NTD</td>
<td>91</td>
<td>0.31</td>
<td>Thailand</td>
</tr>
<tr>
<td>71-80</td>
<td>NTD</td>
<td>32</td>
<td>0.11</td>
<td>Cambridge</td>
</tr>
<tr>
<td>138-148</td>
<td>NTD</td>
<td>18</td>
<td>0.06</td>
<td>Oxford</td>
</tr>
<tr>
<td>475-483</td>
<td>RD</td>
<td>11</td>
<td>0.04</td>
<td>Cambridge</td>
</tr>
<tr>
<td>611-615</td>
<td>S2, Protomer interactions</td>
<td>7</td>
<td>0.02</td>
<td>UK</td>
</tr>
<tr>
<td>826-839</td>
<td>Fusion Peptide</td>
<td>4</td>
<td>0.01</td>
<td>Virginia</td>
</tr>
<tr>
<td>936-940: HR1</td>
<td></td>
<td>3</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

(legend on next page)
provided the opportunity to look into the relationships among the SARS-CoV-2 variants in the context of time and geography, enabling us to track the increase in frequency of G614 as an early indicator of possible positive selection. This approach is potentially subject to founder effects and sampling biases, and so we generally view this strategy as simply an early indicator of an amino acid change that should be monitored further and tested. The G614 variant stood out, however, in our early detection framework for several reasons. First was the consistency of increase across geographic regions, which was highly significantly non-random (Figures 1B and 3). Second, if the two forms were equally likely to propagate, then one would expect the D614 form to persist in many locations where the G614 form was introduced into the ongoing well-established D614 epidemics. Instead, we found that, even in such cases, G614 increased (Figures 1, 2, 3, S2, and S3). Third, the increase in G614 frequency often continued well after national stay-at-home orders were in place, when serial reseeding from travelers was likely to be reduced significantly (Figures 2, S2, and S3).

Our global tracking data show that the G614 variant in Spike has spread faster than D614. We interpret this to mean that the virus is likely to be more infectious, a hypothesis consistent with the higher infectivity observed with G614 Spike-pseudotyped viruses we observed in vitro (Figure 6) and the G614 variant association with higher patient Ct values, indicative of potentially higher in vivo viral loads (Figure 5). Interestingly, we did not find evidence of G614 effects on disease severity; i.e., it was not significantly associated with hospitalization status. However, an association between the G614 variant and higher mortality rates has been reported in a comparison of mortality rates across countries, although this kind of analysis can be complicated by geographic region could, in principle, result from founder effects or sampling biases; it was the consistency of this pattern across regions where both forms of the virus were initially co-circulating that led us to suggest that the G614 form might be transmitted more readily because of an intrinsic fitness advantage; however, these (under a p-distance criterion) is retained. Distance scoring is performed with PAUP* (Swofford, 2003).

Limited shifts in genetic frequency toward the G614 variant in any given geographic region could, in principle, result from founder effects or sampling biases; it was the consistency of this pattern across regions where both forms of the virus were initially co-circulating that led us to suggest that the G614 form might be transmitted more readily because of an intrinsic fitness advantage; however, shifts in frequency toward the G614 variant in any given geographic region could, in principle, result from founder effects or sampling biases; it was the consistency of this pattern across regions where both forms of the virus were initially co-circulating that led us to suggest that the G614 form might be transmitted more readily because of an intrinsic fitness advantage; however,
systematic biases across many regions could affect the levels of significance we observed. The lack of association between G614 and hospitalization we report may miss effects on disease severity that are more subtle than we can detect. The experimental approach taken here to acquire laboratory evidence of increased fitness of the D614G mutation is based on two different pseudovirus models of infection in established cell lines. The extent to which this model faithfully recapitulates wild-type virus infection in natural target cells of the respiratory system is still being determined, and our laboratory experiments do not directly address the biology and mechanics of natural transmission. Infectiousness and transmissibility are not always synonymous, and more studies are needed to determine whether the D614G mutation actually led to an increase in number of infections and not just higher viral loads during infection. We encourage others to study this phenomenon in greater detail with a wild-type virus in natural infection and varied target cells (Hou et al., 2020) and in relevant animal models. Finally, the neutralization assays performed were based on sera from SARS-CoV-2 infected individuals with an unknown D614G status. Thus, although they show that the G614 variants are neutralization sensitive, more work is needed to resolve whether the potency of neutralization is affected when the variant that initiated the immune response differs from the test variant or when monoclonal antibodies are used.
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## STAR METHODS

### KEY RESOURCES TABLE

<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antibodies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polyclonal human sera</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>Bacterial and Virus Strains</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VSV-ΔG-GFP</td>
<td>Karafast</td>
<td>Cat# EH1020</td>
</tr>
<tr>
<td>rVSV-SARS-CoV-2</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>rVSV-SARS-CoV-2 – D614G</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>Chemicals, Peptides, and Recombinant Proteins</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fugene 6</td>
<td>Promega</td>
<td>Cat# E2692</td>
</tr>
<tr>
<td>TransIT-LT1</td>
<td>Mirus</td>
<td>Cat# MIR 2304</td>
</tr>
<tr>
<td>PFA</td>
<td>Electron Microscopy Sciences</td>
<td>Cat# 15710</td>
</tr>
<tr>
<td>Hoechst</td>
<td>ThermoFisher Scientific</td>
<td>Cat# 62249</td>
</tr>
<tr>
<td>SuperScript IV (50rxn)</td>
<td>ThermoFisher Scientific</td>
<td>Cat# 18090050</td>
</tr>
<tr>
<td>dNTP mix (10mM each)</td>
<td>ThermoFisher Scientific</td>
<td>Cat# R0192</td>
</tr>
<tr>
<td>Random hexamers (50uM)</td>
<td>ThermoFisher Scientific</td>
<td>Cat# N8080127</td>
</tr>
<tr>
<td>RNase OUT</td>
<td>ThermoFisher Scientific</td>
<td>Cat# 10777019</td>
</tr>
<tr>
<td>Q5 High-fidelity polymerase</td>
<td>New England Biolabs</td>
<td>Cat# M0491S</td>
</tr>
<tr>
<td>Critical Commercial Assays</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Promega Luciferase Assay System</td>
<td>Promega</td>
<td>Cat# E1501</td>
</tr>
<tr>
<td>Britelite Plus Reporter Gene Assay System</td>
<td>Perkin-Elmer Part</td>
<td>Cat# 6066769</td>
</tr>
<tr>
<td>MagnaPure96 extraction platform</td>
<td>Roche Diagnostics Ltd, Burgess Hill, UK</td>
<td>Cat# 06 543 588 001</td>
</tr>
<tr>
<td>SensiFASTTM Probe No-ROX One-Step Real-time PCR kit</td>
<td>Bioline</td>
<td>Cat# BIO-76001</td>
</tr>
<tr>
<td>Ligation sequencing kit</td>
<td>Oxford Nanopore</td>
<td>Cat# SOK-LSK109</td>
</tr>
<tr>
<td>Native barcoding expansion kit 13-24</td>
<td>Oxford Nanopore</td>
<td>Cat# EXP-NBD114</td>
</tr>
<tr>
<td>Native barcoding expansion kit1-12</td>
<td>Oxford Nanopore</td>
<td>Cat# EXP-NBD104</td>
</tr>
<tr>
<td>Flow cell priming kit</td>
<td>Oxford Nanopore</td>
<td>Cat# EXP-FLP002</td>
</tr>
<tr>
<td>Flow cells R9.4.1 48pk</td>
<td>Oxford Nanopore</td>
<td>Cat# FLO-MIN106D</td>
</tr>
<tr>
<td>Flow cell wash kit</td>
<td>Oxford Nanopore</td>
<td>Cat# EXP-WSH003</td>
</tr>
<tr>
<td>SFP Expansion kit</td>
<td>Oxford Nanopore</td>
<td>Cat# EXP-SFB001</td>
</tr>
<tr>
<td>Next Ultra II library prep kit (illumina)</td>
<td>New England Biolabs</td>
<td>Cat# E7645L</td>
</tr>
<tr>
<td>Quick ligation module</td>
<td>New England Biolabs</td>
<td>Cat# E6056L</td>
</tr>
<tr>
<td>HIV-1 p24 ELISA</td>
<td>Perkin-Elmer</td>
<td>Cat# NEK050B</td>
</tr>
<tr>
<td>Deposited Data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GISAID</td>
<td>Elbe and Buckland-Merrett, 2017; Shu and McCauley, 2017</td>
<td><a href="https://www.gisaid.org">https://www.gisaid.org</a></td>
</tr>
<tr>
<td>Experimental Models: Cell Lines</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HEK293T/17 cells</td>
<td>ATCC</td>
<td>Cat# CRL-11268</td>
</tr>
<tr>
<td>293T/ACE2.MF</td>
<td>Dr. Michael Farzan and Huihui Mu</td>
<td>N/A</td>
</tr>
</tbody>
</table>

(Continued on next page)
<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>TZM-bl/ACE2.MF</td>
<td>Dr. Michael Farzan and Huihui Mu</td>
<td>N/A</td>
</tr>
<tr>
<td>293T</td>
<td>ATCC</td>
<td>Cat# CRL-3216</td>
</tr>
<tr>
<td>Vero</td>
<td>ATCC</td>
<td>Cat# CCL-81</td>
</tr>
<tr>
<td>293T-Ace2</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>293T-Ace2-TMPRSS2</td>
<td>This study</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Oligonucleotides

| Primer pool 1 and Primer Pool 2 for sequencing (98 oligonucleotides | Artic Network | https://artic.network/ncov-2019 |

<table>
<thead>
<tr>
<th>Recombinant DNA</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>VRC7480 (Spike plasmid)</td>
<td>Drs. Barney Graham and Kizzmekia Corbett</td>
</tr>
<tr>
<td>VRC7480.D614G (Spike plasmid)</td>
<td>This study</td>
</tr>
<tr>
<td>pCMV ΔR8.2 (lentiviral backbone)</td>
<td>Drs. Barney Graham and Kizzmekia Corbett</td>
</tr>
<tr>
<td>pHR' CMV Luc (luciferase reporter)</td>
<td>Drs. Barney Graham and Kizzmekia Corbett; Naldini et al., 1996</td>
</tr>
<tr>
<td>pSG3ΔEnv</td>
<td>Drs. Beatrice Hahn and Feng Gao</td>
</tr>
<tr>
<td>Empty vector: phCMV3</td>
<td>Genlantis</td>
</tr>
<tr>
<td>pCAGGS-VSV-G</td>
<td>Kerfast</td>
</tr>
<tr>
<td>phCMV3-SARS-CoV-2</td>
<td>This study, Spike cloned from synthetic, codon optimized DNA</td>
</tr>
<tr>
<td>phCMV3-SARS-CoV-2 – D614G</td>
<td>This study, generated through site-directed mutagenesis</td>
</tr>
</tbody>
</table>

Software and Algorithms

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>R packages: phangorn (version 2.5.5), ggplot2 (version 3.3.0), beeswarm (version 0.2.0), tidyverse (version 1.3.0), ape (version 5.3), lme4 (version 1.1.21)</td>
<td>The R Foundation for Statistical Computing</td>
<td><a href="https://cran.r-project.org/">https://cran.r-project.org/</a></td>
</tr>
<tr>
<td>data.table (version 1.12.8)</td>
<td>Matt Dowle</td>
<td><a href="https://github.com/Rdatatable/data.table">https://github.com/Rdatatable/data.table</a></td>
</tr>
<tr>
<td>Aliview</td>
<td>Anders Larsson</td>
<td><a href="https://omxbunkar.se/aliview/">https://omxbunkar.se/aliview/</a></td>
</tr>
<tr>
<td>ARTIC network protocol (accessed the 19th of April)</td>
<td>ARTIC network</td>
<td><a href="https://artic.network/ncov-2019">https://artic.network/ncov-2019</a></td>
</tr>
<tr>
<td>Python Matplotlib A 2D Graphics Environment v 3.2.2</td>
<td>Hunter, 2007</td>
<td><a href="https://matplotlib.org">https://matplotlib.org</a></td>
</tr>
<tr>
<td>The PyMOL Molecular Graphics System, Version 1.2r3pre, Schrödinger, LLC</td>
<td>Schrödinger</td>
<td><a href="https://pymol.org/2/">https://pymol.org/2/</a></td>
</tr>
<tr>
<td>Los Alamos National Lab HIV Database: Analyze Align and Entropy</td>
<td>Los Alamos National Lab</td>
<td><a href="http://cov.lanl.gov/content/index">http://cov.lanl.gov/content/index</a></td>
</tr>
<tr>
<td>Los Alamos National Lab SARS-CoV-2 Analysis Pipeline: SARS-CoV-2 map, Relative Frequency Change by Geographical Region, Rainbow Tree</td>
<td>This study</td>
<td><a href="http://cov.lanl.gov/content/index">http://cov.lanl.gov/content/index</a></td>
</tr>
<tr>
<td>PAUP</td>
<td>David Swoford</td>
<td><a href="https://paup.phylsolutions.com">https://paup.phylsolutions.com</a></td>
</tr>
<tr>
<td>GraphPad Prism 8</td>
<td>GraphPad Software, Inc</td>
<td><a href="https://www.graphpad.com">https://www.graphpad.com</a></td>
</tr>
</tbody>
</table>

(Continued on next page)
**RESOURCES AVAILABILITY**

**Lead Contact**
Further information and requests for resources should be directed to and will be fulfilled by the Lead Contact, Bette Korber (btk@lanl.gov).

**Materials Availability**
This study did not generate new unique reagents.

**Data and Code Availability**
All sequence data used here are available from The Global Initiative for Sharing All Influenza Data (GISAID), at https://www.gisaid.org/. The user agreement for GISAID does not permit redistribution of sequences. Other data have been deposited to Mendeley Data: https://doi.org/10.17632/hn3h9gdrgj.1.

Web-based tools to recreate much of the analyses provided in this paper but based on contemporary GISAID data downloads are available at https://cov.lanl.gov/.

Code to create the alignments as described in Figure S1 and to perform the Isotonic regression analysis in Figure 3 will be available through https://cov.lanl.gov, at also GitHub, once permission from our funders is obtained.

**EXPERIMENTAL MODEL AND SUBJECT DETAILS**

**Human Subjects**
999 individuals presenting with active COVID-19 disease were sampled for SARS CoV-2 sequencing at Sheffield Teaching Hospitals NHS Foundation Trust, UK using samples collected for routine clinical diagnostic use. This work was performed under approval by the Public Health England Research Ethics and Governance Group for the COVID-19 Genomics UK consortium (R&D NR0195). SARS-CoV-2 sequences were generated using samples taken for routine clinical diagnostic use from 999 individuals presenting with active COVID-19 disease: 593 female, 399 male, 6 no gender specified; ages 15-103 (median 55) years.

**METHOD DETAILS**

**Detection and Sequencing of Sars-Cov-2 Isolates from Clinical Samples**
Samples for PCR detection of SARS-CoV-2 (Figure 5A) were all obtained from either throat or combined nose/throat swabs. Nucleic acid was extracted from 200μl of sample on MagnaPure96 extraction platform (Roche Diagnostics Ltd, Burgess Hill, UK). SARS-CoV-2 RNA was detected using primers and probes targeting the E gene and the RdRp genes for routine clinical diagnostic purposes, with thermocycling and fluorescence detection on ABI Thermal Cycler (Applied Biosystems, Foster City, United States) using previously described primer and probe sets (Corman et al., 2020). Nucleic acid from positive cases underwent long-read whole genome sequencing (Oxford Nanopore Technologies (ONT), Oxford, UK) using the ARTIC network protocol (accessed the 19th of April; https://artic.network/ncov-2019) Following base calling, data were demultiplexed using ONT Guppy using a high accuracy model. Reads were filtered based on quality and length (400 to 700bp), then mapped to the Wuhan reference genome and primer sites trimmed. Reads were then downsampled to 200x coverage in each direction. Variants were called using nanopolish (https://github.com/jts/nanopolish) and used to determine changes from the reference. Consensus sequences were constructed using reference and variants called.
Pseudotyped Virus Infectivity

VSV System

Plasmids for full-length SARS-CoV-2 Spike were generated from synthetic codon-optimized DNA (Wuhan-Hu-1 isolate, GenBank: MN908947.3) through sub-cloning into the phCMV3 expression vector, with a stop codon included prior to the HA tag. The D614G variant was generated by site-directed mutagenesis. Positive clones were fully sequenced to ensure that no additional mutations were introduced.

Lentiviruses for stable cell line production were generated by seeding 293T cells at a density of 1x10⁶ cells/well in a 6-well dish. Once the cells reached confluency, they were transected with 2ug of pCaggs-VSV-G, 2ug of lentiviral packaging vector pSPAX2, and 2ug of lentiviral expression plasmid pCW62 encoding ACE2-V5 and the puromycin resistance gene (pCW62-ACE2.V5-PuroR) or TMPRSS2-FLAG and the blasticidin resistance gene (pCW62-TMPRSS2.FLAG-BlastR) using Trans-IT transfection reagent according to manufacturer’s instructions. 24 hours post-transfection, media was replaced with fresh DMEM containing 10% FBS and 20mM HEPES. 48 hours post-transfection, supernatants were collected and filtered using a 0.45um syringe filter (VWR Catalog #28200-026).

293T-ACE2 cells were generated by seeding 293T cells at a density of 1x10⁶ cells/well in a 6-well dish. At confluency, cells were transduced with 100uL of ACE2.V5-PuroR lentivirus. 48 hours post-transduction, cells were placed under 5ug/ml puromycin. 293T-ACE2+TMPRSS2 cells were generated by seeding 293T-ACE2 cells at a density of 1x10⁶ cells/well in a 6-well dish. At confluency, cells were transduced with 100uL of TMPRSS2.FLAG-BlastR lentivirus. 48 hours post-transduction, cells were placed under 10ug/ml blasticidin selection.

Recombinant SARS-CoV-2-pseudotyped VSV-ΔG-GFP were generated by transfecting 293T cells with phCMV3 expressing the indicated version of codon-optimized SARS-CoV-2 Spike using TransIT according to the manufacturer’s instructions. At 24 hr post-transfection, the medium was removed, and cells were infected with rVSV-G-pseudotyped ΔG-GFP parent virus (VSV-G-ΔG-GFP) at MOI = 2 for 2 hours with rocking. The virus was then removed, and the cells were washed twice with OPTI-MEM containing 2% FBS (OPTI-2) before fresh OPTI-2 was added. Supernatants containing rVSV-SARS-2 were removed 24 hours post-infection and clarified by centrifugation.

Viral titrations were performed by seeding cells in 96-well plates at a density sufficient to produce a monolayer at the time of infection. Then, 10-fold serial dilutions of pseudovirus were made and added to cells in triplicate wells. Infection was allowed to proceed for 12-16 hr at 37°C. The cells were then fixed with 4% PFA, washed two times with 1xPBS and stained with Hoescht (1ug/mL in PBS). After two additional washes with PBS, viral titers were quantified as the number of fluorescent forming units (ffu/mL) using a CellInsight CX5 imager (ThermoScientific) and automated enumeration of cells expressing GFP.

Lentiviral System

Additional assessments of corresponding D614 and G614 Spike pseudotyped viruses were performed by using lentiviral vectors and infection in 293T/ACE2.MF and TZM-bl/ACE2.MF cells (both cell lines kindly provided by Drs. Mike Farzan and Huihui Mu at Scripps). Cells were maintained in DMEM containing 10% FBS, 1% Pen Strep and 3 ug/ml puromycin. An expression plasmid encoding codon-optimized full-length spike of the Wuhan-1 strain (VRC7480), was provided by Drs. Barney Graham and Kizzmekia Corbett at the Vaccine Research Center, National Institutes of Health (USA). The D614G amino acid change was introduced into the VSV System

Pseudotyped Virus Infectivity

Neutralization Assay

Pre-titrated amounts of rVSV-SARS-CoV-2 (D614 or G614 variant) were incubated with serially diluted human sera at 37°C for 1 hr before addition to confluent Vero monolayers in 96-well plates. Infection proceeded for 12-16 hr at 37°C in 5% CO₂ before cells were fixed in 4% paraformaldehyde and stained with 1ug/mL Hoescht. Cells were imaged using a CellInsight CX5 imager and infection was quantitated by automated enumeration of total cells and those expressing GFP. Infection was normalized to the percent cells infected with rVSV-SARS-CoV-2 incubated with normal human sera. Data are presented as the relative neutralization for each concentration of sera.
Data Pipeline

Background and General Approach

The Global Initiative for Sharing All Influenza Data (GISAID) (Elbe and Buckland-Merrett, 2017; Shu and McCauley, 2017) has been coordinating SARS-CoV-2 genome sequence submissions and making data available for download since early in the pandemic. At time of this writing, hundreds of sequences were being added every day. These sequences result from extraordinary efforts by a wide variety of institutions and individuals: while an invaluable resource, but are mixed in quality. The complete sequence download includes a large number of partial sequences, with variable coverage, and extensive ‘N’ runs in many sequences. To assemble a high-quality dataset for mutational analysis, we constructed a data pipeline using some off-the-shelf bioinformatic tools and a small amount of custom code.

From the SARS-CoV-2 sequences available from GISAID, we derived a “clean” codon-aligned dataset comprising near-complete viral genomes, without large insertions or deletions (“indels”) or runs of undetermined or ambiguous bases. For convenience in mutation assessment, we generated a codon-based nucleotide multiple sequence alignment, and extracted translations of each reading frame, from which we generated lists of mutations. The cleaning process was in general a process of deletion, with alignment of retained sequences; the following criteria were used to exclude sequences:

1. Fragmented matching (> 20 nt gap in match to reference)
2. Gaps at 5' or 3' end (> 3 nt)
3. High numbers of mismatched nucleotides (> 20), ‘N’ or other ambiguous IUPAC codes.
4. Regions with concentrated ambiguity calls: > 10 in any 50 nt window)

Any sequence matching any of the above criteria was excluded in its entirety.

Sequence Mapping and Alignment

Sequences were mapped to a reference (bases 266:29674 of GenBank entry NC_045512; i.e., the first base of the ORF1ab start codon to the last base of the ORF10 stop codon) using “nucmer” from the MUMmer package (version 3.23; Kurtz et al., 2004). The nucmer output “delta” file was parsed directly using custom Perl code to partition sequences into the various exclusion categories (Sequence Mapping Table) and to construct a multiple sequence alignment (MSA). The MSA was refined using code derived from the Los Alamos HIV database “Gene Cutter” tool code base. At this stage, alignment columns comprising an insertion of a single “N” in a single sequence (generating a frameshift) were deleted, and gaps were shifted to conform with codon boundaries.

Using the initial “good-sequence” alignment, a low-effort parsimony tree was constructed. Initially, trees were built using PAUP* (Swofford, 2003) with a single replicate heuristic search using stepwise random sequence addition; subsequently, a parsimony ratchet was added; currently, oblong (Goloboff, 2014) is used. Sequences in the alignment were sorted vertically to correspond to the (ladderized) tree, and reference-sequence reading frames were added. See Figure S1 for a pipeline schematic.

Data partitioning and phylogenetic trees

Alignments were made and trees inferred for three distinct data partitions, the longer the alignments, the fewer sequences the sequences (Figure S1.) The full genome tree was used for Figure 7. Trees were inferred by either of two methods: 1. neighbor-joining using a p-distance criterion, (Swofford, 2003) or 2. parsimony heuristic search using a version of the parsimony ratchet (Goloboff, 2014), the general conclusions in Figure 7 were substantiated in both; the parsimony tree is shown.

Global Maps

The Covid-19 pie chart map is generated by overlaying Leaflet (a JavaScript library for interactive maps) pie charts on maps provided by OpenStreetMap. The interface is presented using rocker/shiny, a Docker for Shiny Server.

QUANTIFICATION AND STATISTICAL ANALYSIS

Systematic Regional Analysis of D614/G614 Frequencies

To observe a significant change in the frequency of two SARS-CoV-2 variants in a geographic region, three minimal requirements must be met. Both variants must have been introduced into an area and be co-circulating, data must be sampled for a long enough period to observe a change in frequency, and there must be enough data to be powered adequately to detect a difference.

We use the bioinformatic approaches described above to extract from GISAID all the politically defined geographic regions within the data that met these criteria, to track changes in frequency in a systematic way using all available data. The political/geographical regions we use are strictly hierarchically segmented based on the naming conventions used in GISAID. GISAID data is labeled such that the geographic source is noted first as a continent or Oceania; we call this Level 1. Level 2 is the country of origin of a sample. Level 3 are subcountries and states, and although occasionally level 3 includes a major city in a small country. For this purpose, England, Scotland, and Wales are considered sub-countries of the United Kingdom, and assigned level 3; the sampling in the UK has been the most extensive globally to date. Level 4, is the county or city of origin. The levels are strictly hierarchical, and within a given level, the geographical regions do not overlap. In some cases (e.g., Nepal_Kathmandu and Nepal, Greece_Athens and Greece, Ita-
ly_Veneto_Verona and Italy_Veneto, or Iceland_Reykjavik and Iceland) the sampling in a sub-level exactly matches the sampling in the corresponding upper level, in which case the sub-level is not presented. Levels 3 and 4 are not always available, and the day of sampling is also not always available.

The statistical strategies we use are then applied separately in each country, region or city, and we do not assume that outbreaks in each political subdivision are independent and identically distributed. Instead, our model assumption is that the individuals we test within a region are independent. This assumption may fail if there are sampling biases in a region that change over a given period of time. The G614 form is part of the G clade haplotype that is introduced by travelers, as we discuss in the text, and it is rare for it to arise independently. Our null hypothesis is that the observed shifts in sampling frequency over time, the shift was as likely to be an increase or a decrease in G614 across geographic regions. This analysis is presented in Figure 1B.

**Isotonic Regression**

Isotonic regression forms the basis of a one-sided test of the hypothesis for positive selection based on fitting the indicator that the typed strain is G as a logistic regression in which the logarithm of the odds ratio is a non-decreasing function of time. We use the residual deviance of the fitted model as our test statistics. To be included in this analysis, a region was required to have at least 5 sequences each of D614 and G614, and a minimum of 14 sampling days of data available. While we have a composite null hypothesis (the log-odds ratio is non-increasing), assuming that the log-odds ratio remains constant over time leads to tests that have largest power. While the classical chi-square approximation does not hold, we can sample from the constant log-odds ratio by permuting the vector of variant labels, and refitting the isotonic logistic regression. We performed 400 randomizations of the data in each region. Hence the lowest p value we can obtain is 0.0025. The reverse hypothesis, namely than the fraction of G variant decreases with time is also tested by fitting a non-increasing function of time. The isotonic logistic regression was done using R and the cgam package. We applied the binomial test across regions with a significant change in one direction, as we did for the Fisher’s test results. This analysis is presented in Figure 3 and Data S1.

**Clinical Data and Modeling**

**Baseline Comparisons of Clinical Parameters**

Univariate analysis showed no associations between the age of individuals and their D614 (median 54.8, IR 39.4-77) or G614 status (median 54.6 (38.7-72.8) (Wilcoxon rank sum p = 0.37), nor with D614 and G614 and sex (Fisher’s exact p = 0.32). Comparing hospitalization and age, the median (IR) are: for all hospitalized, (IP+OCU), 74 years (59-83); for all OP, 44 (32-54), Wilcoxon p < 2.2e-16. 67% of males were hospitalized, versus 33% of females (Fisher’s exact p = p value < 2.2e-16).

**Modeling PCR Ct**

Two PCR Ct methods were used as a surrogate for estimating in vivo viral load in the upper respiratory tract, switching methods in mid-April due a shortage of kits. The first method involved nucleic acid extraction; the second method, heat treatment (Fomsgaard and Rosenstie, 2020).

To assess the impact of available clinical parameters on viral load as measured by PCR Cts, we used a linear model, predicting Ct from PCR method, Sex, Age and D614G variant. This revealed that only the PCR method and the D614G variant were statistically significant. A negative coefficient for the G variant indicated that patients infected by the latter have, on average, a higher viral load, but that that viral load is not impacted by neither age nor sex.

The results from the smaller model are:

| Estimate Std. Error t value Pr(>|t|) |
|------------------------------------|
| (Intercept) 24.301 0.3166 76.757 < 2e-16 *** |
| Method_2 3.1979 0.3658 8.743 < 2e-16 |
| G614 -0.7763 0.3718 -2.088 0.037 * |

Results comparing D614G status for the two methods were also evaluated independently, and the first method showed a significant association between lower Ct values and presence of G614 (Wilcoxon p = 0.033), but the second method, with many fewer samples, did not reach significance.

**Predicting Hospitalization**

The simple Fisher’s exact test analysis in Figure 5 indicates that the D614G status is not predictive of hospitalization, even though it is predictive of viral load. We can make a first analysis to predict hospitalization from viral load, gender, age and D614G status:
Coefficients:

| Estimate | Std. Error | z value | Pr(>|z|) |
|----------|------------|---------|----------|
| (Intercept) | 7.548823 | 0.624270 | 12.092 < 2e-16 *** |
| G614 | 0.112038 | 0.214107 | 0.523 0.600779 |
| Male | 1.490789 | 0.181695 | 8.205 2.31e-16 *** |
| Age | 0.089444 | 0.005664 | 15.791 < 2e-16 *** |
| CT | 0.069376 | 0.018243 | 3.803 0.000143 *** |
| Method_2 | 0.358397 | 0.218856 | 1.638 0.101506 |

As somewhat expected, the D614G status is not statistically significant, even though viral load is, but the coefficient goes in the opposite direction than we would have intuited: a lower viral load is predictive of a higher probability of hospitalization. Sex (Male) and Age both increase the probability of hospitalization.

**Predicting Hospitalization, revisited**

Although the above analysis indicates that aa614G does not predict hospitalization directly, it does predict viral load and viral load predicts hospitalization; so there is a concern that aa614G might affect hospitalization, but that this effect is “masked” by the viral load. To explore this hypothesis, we “unmask” the aa614G by using the residuals from the regression of Ct on extraction method and D614G status to get a second predictive model for hospitalization:

Coefficients:

| Estimate | Std. Error | z value | Pr(>|z|) |
|----------|------------|---------|----------|
| (Intercept) | 5.889991 | 0.393950 | 14.951 < 2e-16 *** |
| G614 | 0.029858 | 0.209349 | 0.143 0.886587 |
| Corrected Ct | 0.069276 | 0.018225 | 3.801 0.000144 *** |
| Male | 1.490690 | 0.181584 | 8.209 2.22e-16 *** |
| Age | 0.089714 | 0.005661 | 15.849 < 2e-16 *** |

In these regression analyses, the estimated coefficients for age, sex and viral load (corrected or not for method and strain) remain mostly unchanged, and strain still does not have an effect.

All other comparisons were not significant. All coding was done using R. Results of these analysis are presented in the main text and in Figure 5.

**Modeling pseudotype virus infectivity**

We used a log-normal generalized linear model (GLM) to test whether the G614 variant grew to higher titers than the wild-type D614 virus in Vero, 293T-ACE2 and 293T-ACE2-TMPRSS2 cell lines. The full experiment was repeated twice, each time in triplicate, and the 2 experimental repeats were considered random effects. Viral variant and cell line were considered as fixed effects. On average, across all cell lines, G614 grows to about a 3-fold (2.95) higher titer than D614 (p = 9x10^-11). A significant interaction was found between viral variant and cell line (p = 0.002), indicating that the relative increase of G614 compared to D614 was significantly different across cell lines (p = 0.002).

Results of these analysis are presented in Figure 6A.

**Sequence quality control**

We discovered a sequencing processing error that gave rise to what appeared at first to be a mutation of interest at position 943 (24389 A > C and 24390 C > G) in Spike that was evident in sequences from Belgium. It was frequent enough to be a site of interest, and was tracked. We contacted the group in Belgium, the source of the data, who were already aware of the issue, concurred with our interpretation, and they had been in touch with GISAID with a request to remove the problematic sequences.

We identified the issue with this site as part of another study using a method to detect systematic sequencing errors (Freeman et al., 2020); we are interrogating the quality of available sequencing data and these positions were highlighted as suspect. We interrogated these positions in the raw sequencing data from Sheffield, and although these two variants are not present in the final consensus sequence from any of the Sheffield isolates, the raw, untrimmed bam files show their presence in only one of the amplicons covering the site (Figure S7A and S7B). We noticed that in fact this position is to the left of the 5’ primer of amplicon 81 in what we believe to be an adaptor sequence. Comparison of the Wuhan reference and the adaptor sequence reveals similarity around this position:

Nanopore adaptor sequence:

```
CAGCACCTT
```

The Wuhan reference sequence:

```
CAGCAAGTT
```

All coding was done using R. Results of these analysis are presented in the main text and in Figure 5.
In our validation set, we see a C present at around 50% of called bases at both these positions in raw data but this region is trimmed by the ARTIC pipeline and is therefore not used to call variants and contribute to the final consensus sequence. Although it is evident in amplicon 81, in this region, there is no evidence for these variants in the data from amplicon 80, which also covers these positions. We include a figure (Figure S7) to explain our finding.

In summary this is an error that has arisen due to a combination of improper trimming of adaptor and primer regions from raw sequencing reads before downstream analysis, and the coincidental homology between the nanopore adaptor sequence and the Wuhan reference genome in this region. This is included here as a cautionary note; resolving rare biological mutations and sequencing error will be an important balance going forward in terms of interpretation of rare mutations (De Maio et al., 2020). A recurrent amino acid change like L5F (Figure 7) could potentially result from a recurrent sequencing or sequence processing error (De Maio et al., 2020), or alternatively, it may be of particular interest if it is naturally recurring homoplasy.

ADDITIONAL RESOURCES

Current data updates, analytical results, and webtools: https://cov.lanl.gov
Supplemental Figures

Sequence Processing Pipeline
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Download all SARS-CoV-2 sequences from GISAID

Align to reference (NC_045512): trim to desired endpoints, filter for coverage and quality

De-duplicate1

Codon-align

Partition (full/spike-only)

Build parsimony trees

Re-duplicate

Sort alignment by tree
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Sequence filtering results

<table>
<thead>
<tr>
<th>Category</th>
<th>CODING_REGIONS2</th>
<th>SPIKE</th>
<th>NEAR COMPLETE</th>
<th>COMPLETE</th>
<th>5' UTR</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;good&quot;</td>
<td>17222</td>
<td>28578</td>
<td>14105</td>
<td>3019</td>
<td>4228</td>
</tr>
<tr>
<td>&quot;bad&quot;</td>
<td>17172</td>
<td>6382</td>
<td>19697</td>
<td>28984</td>
<td>27886</td>
</tr>
<tr>
<td>5' end gaps</td>
<td>73</td>
<td>160</td>
<td>437</td>
<td>2321</td>
<td>26733</td>
</tr>
<tr>
<td>3' end gaps</td>
<td>142</td>
<td>35</td>
<td>1548</td>
<td>624</td>
<td>9</td>
</tr>
<tr>
<td>5' end gaps + 3' end gaps</td>
<td>148</td>
<td>12</td>
<td>733</td>
<td>9391</td>
<td>125</td>
</tr>
<tr>
<td>Excess &quot;N&quot; stretches</td>
<td>323</td>
<td>400</td>
<td>270</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>Excess mismatches (&gt;30)</td>
<td>1323</td>
<td>1065</td>
<td>1159</td>
<td>57</td>
<td>10</td>
</tr>
<tr>
<td>5' end gaps + mismatches</td>
<td>48</td>
<td>33</td>
<td>114</td>
<td>1229</td>
<td>72</td>
</tr>
<tr>
<td>3' end gaps + mismatches</td>
<td>21</td>
<td>11</td>
<td>174</td>
<td>51</td>
<td>21</td>
</tr>
<tr>
<td>5' + 3' end gaps + mismatches</td>
<td>0</td>
<td>0</td>
<td>57</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

Notes:
1. Multiply occurring identical sequences are reduced to 2 occurrences to so that parsimony-informative sites do not become unique.
2. "Coding regions" subset includes sequences passing error filtering, bounded from the orf1ab start codon to the ORF10 stop codon (NC_045512 genome positions 258-29674).

Figure S1. Schematic of the SARS-CoV-2 Outbreak Sequence Processing Pipeline, Related to Figure 1

The intent of these procedures is to generate, for each of several regions, a set of contiguous codon-aligned sequences, complete in that region, without extensive uncalled bases, large gaps, or regions that are unalignable or highly divergent, in reasonable running time for n > 30,000 ~30kb viral genomes. This allows daily processing of GISAID data to enable us to track mutations. This process provides the foundational data to enable the generation of Figures 1, 2, 3, and 7.

A. Processing procedures:
1. Download all SARS-CoV-2 sequences from GISAID.org (34,607 as of 2020-05-29). The downloaded sequences are stored in compressed form (via bzip2: https://sourceware.org/git/bzip2.git).
2. Align sequences to the SARS-CoV-2 reference sequence (NC_045512), trim to desired endpoints, and filter for coverage and quality. These steps are incorporated in a single Perl script, 'align_to_ref.pl', briefly summarized here: sequences are compressed for identity, then mapped against the given reference sequence using 'nucmer' from the 'MUMmer' package (Kurtz et al., 2004). The nucmer 'delta' file contains locations of matching regions and is parsed and used to, first, partition the sequences into "good" and "bad" subsets, and then to generate alignments from the "good" sequences.

B. Categories of sequences included and excluded from our automated alignments. A series of criteria is used successively to exclude sequences with large internal gaps, excessive five- and three-prime gaps, large numbers of mismatches or ambiguities (> 30) overall, or regions with a high concentration of mismatches or ambiguities (> 10 in any 100 nt subsequence); the counts of these categories of "bad" sequence are shown, for different regional genome alignments. We then create the following different regional subalignments: CODING-REGIONS2 ("FULL," from the 5'-most start-codon (orf1ab) to the 3'-most stop-codon (ORF10), NC_045512 bases 266-29,674; SPIKE, the complete surface glycoprotein coding region, bases 21,563-25,384; NEAR-COMPLETE ("NEARCOMP," the most-commonly-sequenced region of the genome, bases 55-29,836; COMPLETE, matching the NC_045512 sequence from start up to the poly-A tail, bases 1-29,870; 5' UTR, the five-prime untranslated region, bases 1-265 only. Generally speaking, the smaller the region, the more sequences are included.

Sequences are trimmed to the extent of the reference (with minimum allowed gaps at 5' and 3' ends), following which the pairwise alignments are generated from the matching regions, and a multiple sequence alignment is constructed from the pairwise alignments.

3. De-duplicate1. To reduce computational demands, sequences are compressed by identity following trimming to the desired region, by computing a hash value for each sequence (currently the SHA-1 message digest, 160 bits encoded as a 40-character hex string). To prevent the loss of parsimony-informative characters when they occur in identical strings, however, multiple sequences are reduced to a minimum of two occurrences.

(legend continued on next page)
4. Codon-align. Gaps are introduced into the entire compressed alignment so that the alignment column containing the last base of each codon has a number divisible by three; this simplifies processing of translations. Code for this procedure is derived from the GeneCutter tool from the LANL HIV database (https://www.hiv.lanl.gov/content/sequence/GENE_CUTTER/cutter.html).

5. Partition (full/spike-only). For subalignments that encompass the spike protein and substantial additional sequence, the spike region is extracted separately, to allow matched comparisons.

6. Build parsimony trees. A brief parsimony search (parsimony ratchet, with 5 replicates) is performed with ‘oblong’ (Goloboff, 2014). This is intended as an efficient clustering procedure rather than an explicit attempt to achieve an accurate phylogenetic reconstruction, but it appears to yield reasonable results in this situation of a very large number of sequences with a very small number of changes, where more complex models may be subject to overfitting. When multiple most-parsimonious trees are found, only the shortest of these (under a p-distance criterion) is retained. Distance scoring is performed with PAUP* (Swofford, 2003).

7. Re-duplicate (expand, i.e., uncompress). The original sequence names and occurrence counts are restored to FASTA format files and the appropriate leaf taxa added to the parsimony trees.

8. Sort alignment by tree. Sequences in the FASTA files are sorted by the expanded tree, allowing patterns of mutation to be discerned by inspection.

9. Mutations of interest can be readily tracked on the trees to resolve whether they are identified in predominantly in single clades or distributed throughout the tree and likely to be recurring (e.g., Figure 7 (sites of interest with low frequency amino acid substitutions) and Figure S6 (Site 614)).
Figure S2. The Increasing Frequency of the D614G Variant over Time in North America, Related to Figure 1
Maps of the relative frequencies of D614 and G614 in North America in two different time windows. B. Weekly running counts of G614 illustrating the timing of its spread in North America. This figure complements Figures 2 and S3, and Figure 1 has details about how to read these figures. When a particular stay-at-home order date was known for a state or county it is shown as a pink line, followed by a light pink block indicating the maximum two-week incubation time. Different counties in California had different stay-at-home order dates (Mar. 16–19) so are not highlighted, but more detail can be seen regarding California in Figure S4. The decline in D614 frequency often continues well after the stay-at-home orders were initiated, and sometimes beyond the 14-day maximum incubation period, when serial reintroduction of the G614 would be unlikely. On the right, Washington State is shown, with details from two heavily sampled counties, Snohomish and King. Both counties had well-established ongoing D614 epidemics when G614 variants were introduced, undoubtedly by travelers. Washington state’s stay-at-home order was initiated March 24. At this time there were 1170 confirmed cases in King County, and 614 confirmed cases in Snohomish County. (Confirmed COVID-19 case count data from: COVID-19 Data Repository by the Center for Systems Science and Engineering (CSSE) at Johns Hopkins University). Testing was limited, and so this is lower bound on actual cases. Of the sequences sampled by March 24, 95% from King County (153/161) and 100% from Snohomish County (33/33) were the original D614 form (Part B, details at https://cov.lanl.gov/). By mid-April, D614 was rarely sampled. Whatever the geographic origin of the G614 variants that entered these counties, and whether one or if multiple G614 variants were introduced, the rapid expansion of G614 variants occurred in the framework of well-established local D614 variant epidemics. Santa Clara county is one of the two exceptions to the pattern of D614 decline in Figure 1B: details are provided in Figures S4A and S4C.
Figure S3. The Increasing Frequency of the D614G Variant over Time in Australia and Asia, Related to Figures 1 and 2

This figure complements Figure 2 and Figure S2, and Figure 1 has details about how to read these figures. The plot representing national sampling in Australia is on the left, with two regional subsets of the data on the right. In each case a local epidemic started with the D614 variant, and despite being well established, the G614 variant soon dominates the sampling. Only limited recent sampling from Asia is currently available in GISAID; to include more samples on the map the 10-day period between March 11-20, is shown rather than the period between March 21-30; even the limited sampling mid-March the supports the repeated pattern of a shift to G614. The Asian epidemic was overwhelmingly D614 through February, and despite this, G614 repeatedly becomes prominent in sampling by mid-March.
A. Details regarding Santa Clara county, the only exceptional pattern at the county/city level in Figure 1B. Many samples from the Santa Clara County Department of Public Health (DPH) were obtained from March into May, and D614 has steadily dominated the local epidemic among those samples. The subset of Santa Clara county samples specifically labeled “Stanford,” however, were sampled over a few weeks mid-March through early April, and have a mixture of both the G614 and D614 forms. These distinct patterns suggest relatively little mixing between the two local epidemics. Why Santa Clara county DPH samples should maintain the original form is unknown, but one possibility is that they may represent a relatively isolated community that had limited exposure to the G614 form, and G614 may not have had the opportunity to become established in this community – though this may be changing, see Part C. The local stay-at-home orders were...

B. Iceland...

C. Sampling California, June 19, 2020...

Figure S4. Two Exceptions to the Pattern of Increasing Frequency of the G614 Variant over Time, from Figure 1B, Related to Figure 1

A. Details regarding Santa Clara county, the only exceptional pattern at the county/city level in Figure 1B. Many samples from the Santa Clara County Department of Public Health (DPH) were obtained from March into May, and D614 has steadily dominated the local epidemic among those samples. The subset of Santa Clara county samples specifically labeled “Stanford,” however, were sampled over a few weeks mid-March through early April, and have a mixture of both the G614 and D614 forms. These distinct patterns suggest relatively little mixing between the two local epidemics. Why Santa Clara county DPH samples should maintain the original form is unknown, but one possibility is that they may represent a relatively isolated community that had limited exposure to the G614 form, and G614 may not have had the opportunity to become established in this community – though this may be changing, see Part C. The local stay-at-home orders were...
initiated relatively early, March 16, 2020. B. Details regarding Iceland, the only country with an exceptional pattern from Figure 1B. All Icelandic samples are from Reykjavik, and only G614 variants were initially observed there, with a modest but stable introduction of the original form D614 in mid-March. This atypical pattern might be explained by local sampling. The Icelanders conducted a detailed study of their early epidemic (Gudbjartsson et al., 2020), and all early March samples were collected from high risk travelers from Europe and people in contact with people who were ill; the majority of the traveler samples from early March were from people coming in from Italy and Austria, and G614 dominated both regions. On March 13, they began to sequence samples from local population screening, and on March 15, more travelers from the UK and USA with mixed G614/D614 infections began to be sampled in the high-risk group, and those events were coincident with the appearance of D614. C. Updated data regarding California from the June 19, 2020 GISAID sampling. Most of the analysis in this paper was undertaken using the May 29, 2020 GISAID download, but as California was an interesting outlier, and more recent sampling conducted while the paper was under review was informative, we have included some additional plots from California data that were available at the time of our final response to review, on June 19th. Informative examples from well-sampled local regions are shown. Stay-at-home order dates are shown as a pink line, followed by a light pink block indicating the maximum two-week incubation time. N indicates the number of available sequences. Overall California, and specifically, San Diego and San Joaquin, show a clear shift from D614 to G614. The transition for San Joaquin was well after the stay-at-home orders and incubation period had passed. San Francisco shows a trend toward G614. Santa Clara DPH, which was essentially all D614 in our May 29th GISAID download, had 7 G614 forms sampled in late May that were evident in our June 19th GISAID download. Ventura is an example of a setting that was essentially all G614 when it began to be sampled significantly in early April, so a transition cannot be tracked; i.e., we cannot differentiate in such cases whether the local epidemic originated as a G614 epidemic, or whether it went through a transition from D614 to G614 prior to sampling. The figures in Parts A, B, and C can be recreated with more current data at http://cov.lanl.govcontent/index.
Figure S5. Relationships among the Earliest Examples of the G Clade and Other Early Epidemic Samples, Related to Figures 1 and 2

Weekly running counts of the earliest forms of the virus carrying G614. B. The GISAID G clade is based on a 4 base haplotype that distinguishes it from the original Wuhan form. Part B shows the tallies of all of the variants among the 4 base mutations that are the foundation of the G clade haplotype, versus the bases found in the original Wuhan reference strain, and highlights of some of the earliest identified sequences bearing these mutations. We first consider just the 3 mutations that are in coding regions, to enable using an alignment that contains a larger set of sequences. One is in the RdRp protein (nucleotide C14408T resulting in a P323L amino acid change), one in Spike (nucleotide A23403G resulting in the D614G amino acid change) and one is silent (C3037T). The other mutation is in the 5' UTR (C241T), and tallies based on all 4 positions are done separately, as they are based on an alignment with fewer sequences. The earliest examples of a partial haplotype, TTCG, are found in Germany and China (Parts A and B). This form was present in Shanghai but never expanded (Part A). A cluster of infections that all carried this form were identified in Germany, but they did not expand and were subsequently replaced with the original Wuhan form, only to be replaced again by sequences that carry the full 4 base haplotype variant TTTG. The first example in our alignments (see Figure S1) found to carry the full 4 base haplotype was sampled in Italy on Feb. 20. The first cases in Italy were of the original Wuhan form CCCA form, but by the end of February TTTG was the only form sampled in Italy, and it is the TTTG form that has come the dominate the pandemic. Of note, the TTCG form did not expand, and it lacked the RdRp P323L change, raising the possibility that the P323L change may contribute to a selective advantage of the haplotype. TTTG and CCCA are almost always linked in SARS-CoV-2 genomes, > 99.9% of the time (Part B). The number of cases where the clade haplotype is disrupted, and the form of the disruption, are all noted in part B (not including ambiguous base calls). Some cases of a disrupted haplotype may be due to recombination events and not de novo mutations. Given the fact that these two forms are were co-circulating in many communities throughout the spring of 2020, and the fact that disruptions in the 4 base pattern are rare, suggests that recombination is overall relatively rare among pandemic sequences.
Figure S6. Distribution of A23403G (D614G) Mutation and Other Mutations on an Approximate Phylogenetic Tree Using Parsimony, Related to Figure 7

This tree the same as the tree shown in Figure 6A, but highlights complementary information: the G614 substitution, and patterns of bases that underly the clades. It is based on the “FULL” alignment of 17,760 sequences, from the June 2 alignment, described in the pipeline in Figure S1, from the beginning of (orf1ab) to the last stop-codon (ORF10), NC_045512 bases 266-29,674). The outer element is a radial presentation of a full-coding-region parsimony tree; branches are colored by the global region of origin for each virus isolate. The inner element is a radial bar chart showing the identity of common mutations (any of the top 20 single-nucleotide mutations from the June 2 alignment), so that sectors of the tree containing a particular mutation at high frequency are subtended by an inner colored arc; mutations not in the top 20 are presented together in gray. The tree is rooted on a reference sequence derived from the original Wuhan isolates (GenBank accession number NC_045512), at the 3 o’clock position. Branch ends representing sequence isolates bearing the D614G change are decorated with a gray square; sectors of the tree containing that mutation are subtended by a dark blue arc in the inner element; other mutations are denoted by different colors. As an example, in this tree, the region from approximately 12:30 to 3 o’clock represents GISAID’s “GR” clade, defined both by mutations we are tracking in this paper that carry the G614 variant (the GISAID G clade, defined by mutations A23403G, C14408T, C3037T, and a mutation in the 5’ UTR (C241T, not shown here), and an additional 3-position polymorphism: G28881A + G28882A + G28883C. These base substitutions are contiguous and result two amino acid changes, including N-G204R, hence GISAID’s “GR clade” name. Close examination of this triplet in sequences from the Sheffield dataset suggests the mutations are not a sequencing artifact. The outer phylogenetic tree was computed using oblong (see STAR Methods), and plotted with the APE package in R. The inner element is a bar chart plotted with polar coordinates using the ggplot2 package in R. The frequency of the GR clade appears to be increased in the UK and Europe as a subset of the regional G clade expansion, given that both carry G614D.
Figure S7. Investigation of S943P, Related to Figure 7

A. IGV plots showing bam files from nanopore sequencing data of amplicons produced by the Artic network protocol. Raw data from amplicon 81 contains a portion of adaptor sequence which is homologous to the reference genome, apart from the C variants which lead to a S943P mutation call. This region is therefore included in variant calling if location-based trimming is not carried out. Subsequent panels show that this region is soft clipped when trimming adapters and primers and is therefore not available for variant calling. B. Base frequencies at position 24389 in 23 samples from the Sheffield data show that C is present in half of the reads in the raw data, but is absent from trimmed and primer trimmed data. This figure is also associated with the STAR Methods.
Comorbidities the rule in New York’s COVID-19 deaths
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Author(s): Richard Franki

In New York state, just over 86% of reported COVID-19 deaths involved at least one comorbidity, according to the state’s department of health.

As of midnight on April 6, there had been 5,489 fatalities caused by COVID-19 in the state, of which 86.2% (4,732) had at least one underlying condition, the New York State Department of Health reported April 7 on its COVID-19 tracker <https://covid19tracker.health.ny.gov/views/NYS-COVID19-Tracker/NYSDOHCOVID-19Tracker-Fatalities?%3Aembed=yes&%3Atoolbar=no&%3Atabs=n>.

The leading comorbidity, seen in 55.4% of all deaths, was hypertension. In comparison, a recent estimate <https://millionhearts.hhs.gov/data-reports/hypertension-prevalence.html> from the U.S. Department of Health...
& Human Services put the prevalence of high blood pressure at about 45% in the overall adult population.

In New York, the rest of the 10 most common comorbidities in COVID-19 fatalities were diabetes (37.3%), hyperlipidemia (18.5%), coronary artery disease (12.4%), renal disease (11.0%), dementia (9.1%), chronic obstructive pulmonary disease (8.3%), cancer (8.1%), atrial fibrillation (7.1%), and heart failure (7.1%), the NYSDOH said.

Other data on the tracker site show that 63% of all deaths involved a patient who was aged 70 years or older and that 61% of COVID-19 patients who have died in New York were male and 38.8% were female (sex unknown for 0.2%). Among all individuals who have tested positive, 54.8% were male and 44.6% were female (sex unknown for 0.6%).

As of the end of day on April 6, a total of 340,058 persons had been tested in the state and 40.8% (138,863) were positive for the SARS-CoV-2 virus. By county, the highest positive rates are in New York City: Queens at 57.4%, Brooklyn at 52.4%, and the Bronx at 52.3%, according to the NYSDOH.
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Presenting Characteristics, Comorbidities, and Outcomes Among 5700 Patients Hospitalized With COVID-19 in the New York City Area

Safiya Richardson, MD, MPH; Jamie S. Hirsch, MD, MA, MSB; Mangala Narasimhan, DO; James M. Crawford, MD, PhD; Thomas McGinn, MD, MPH; Karina W. Davidson, PhD, MASC; and the Northwell COVID-19 Research Consortium

IMPORTANCE There is limited information describing the presenting characteristics and outcomes of US patients requiring hospitalization for coronavirus disease 2019 (COVID-19).

OBJECTIVE To describe the clinical characteristics and outcomes of patients with COVID-19 hospitalized in a US health care system.

DESIGN, SETTING, AND PARTICIPANTS Case series of patients with COVID-19 admitted to 12 hospitals in New York City, Long Island, and Westchester County, New York, within the Northwell Health system. The study included all sequentially hospitalized patients between March 1, 2020, and April 4, 2020, inclusive of these dates.

EXPOSURES Confirmed severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection by positive result on polymerase chain reaction testing of a nasopharyngeal sample among patients requiring admission.

MAIN OUTCOMES AND MEASURES Clinical outcomes during hospitalization, such as invasive mechanical ventilation, kidney replacement therapy, and death. Demographics, baseline comorbidities, presenting vital signs, and test results were also collected.

RESULTS A total of 5700 patients were included (median age, 63 years [interquartile range (IQR), 52-75; range, 0-107 years]; 39.7% female). The most common comorbidities were hypertension (3026; 56.6%), obesity (1737; 41.7%), and diabetes (1808; 33.8%). At triage, 30.7% of patients were febrile, 17.3% had a respiratory rate greater than 24 breaths/minute, and 27.8% received supplemental oxygen. The rate of respiratory virus co-infection was 2.1%. Outcomes were assessed for 2634 patients who were discharged or had died at the study end point. During hospitalization, 373 patients (14.2%) (median age, 68 years [IQR, 56-78]; 33.5% female) were treated in the intensive care unit care. 320 (12.2%) received invasive mechanical ventilation, 81 (3.2%) were treated with kidney replacement therapy, and 553 (21%) died. As of April 4, 2020, for patients requiring mechanical ventilation (n = 1151, 20.2%), 38 (3.3%) were discharged alive, 282 (24.5%) died, and 831 (72.2%) remained in hospital. The median postdischarge follow-up time was 4.4 days (IQR, 2.2-9.3). A total of 45 patients (2.2%) were readmitted during the study period. The median time to readmission was 3 days (IQR, 1.0-4.5) for readmitted patients. Among the 3066 patients who remained hospitalized at the final study follow-up date (median age, 65 years [IQR, 54-75]), the median follow-up at time of censoring was 4.5 days (IQR, 2.4-8.1).

CONCLUSIONS AND RELEVANCE This case series provides characteristics and early outcomes of sequentially hospitalized patients with confirmed COVID-19 in the New York City area.
The first confirmed case of coronavirus disease 2019 (COVID-19) in the US was reported from Washington State on January 31, 2020. Soon after, Washington and California reported outbreaks, and cases in the US have now exceeded total cases reported in both Italy and China. The rate of infections in New York, with its high population density, has exceeded every other state, and, as of April 20, 2020, it has more than 30% of all of the US cases.

Limited information has been available to describe the presenting characteristics and outcomes of US patients requiring hospitalization with this illness. In a retrospective cohort study from China, hospitalized patients were predominantly men with a median age of 56 years; 26% required intensive care unit (ICU) care, and there was a 28% mortality rate. However, there are significant differences between China and the US in population demographics, smoking rates, and prevalence of comorbidities.

This study describes the demographics, baseline comorbidities, presenting clinical tests, and outcomes of the first sequentially hospitalized patients with COVID-19 from an academic health care system in New York.

Methods

The study was conducted at hospitals in Northwell Health, the largest academic health system in New York, serving approximately 11 million persons in Long Island, Westchester County, and New York City. The Northwell Health institutional review board approved this case series as minimal-risk research using data collected for routine clinical practice and waived the requirement for informed consent. All consecutive patients who were sufficiently medically ill to require hospital admission with confirmed severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection by positive result on polymerase chain reaction testing of a nasopharyngeal sample were included. Patients were admitted to any of 12 Northwell Health acute care hospitals between March 1, 2020, and April 4, 2020, inclusive of those dates. Clinical outcomes were monitored until April 4, 2020, the final date of follow-up.

Data were collected from the enterprise electronic health record (Sunrise Clinical Manager; Allscripts) reporting database, and all analyses were performed using version 3.5.2 of the R programming language (R Project for Statistical Computing; R Foundation). Patients were considered to have confirmed infection if the initial test result was positive or if it was negative but repeat testing was positive. Repeat tests were performed on inpatients during hospitalization shortly after initial test results were available if there was a high clinical pretest probability of COVID-19 or if the initial negative test result had been judged likely to be a false-negative due to poor sample collection. Transfers from one in-system hospital to another were merged and considered as a single visit. There were no transfers into or out of the system. For patients with a readmission during the study period, data from the first admission are presented.

Data collected included patient demographic information, comorbidities, home medications, triage vitals, initial laboratory tests, initial electrocardiogram results, diagnoses during the hospital course, inpatient medications, treatments (including invasive mechanical ventilation and kidney replacement therapy), and outcomes (including length of stay, discharge, readmission, and mortality). Demographics, baseline comorbidities, and presenting clinical studies were available for all admitted patients. All clinical outcomes are presented for patients who completed their hospital course at study end (discharged alive or dead). Clinical outcomes available for those in hospital at the study end point are presented, including invasive mechanical ventilation, ICU care, kidney replacement therapy, and length of stay in hospital.

Outcomes such as discharge disposition and readmission were not available for patients in hospital at study end because they had not completed their hospital course. Home medications were reported based on the admission medication reconciliation by the inpatient-accepting physician because this is the most reliable record of home medications. Final reconciliation has been delayed until discharge during the current pandemic. Home medications are therefore presented only for patients who have completed their hospital course to ensure accuracy.

Race and ethnicity data were collected by self-report in prespecified fixed categories. These data were included as study variables to characterize admitted patients. Initial laboratory testing was defined as the first test results available, typically within 24 hours of admission. For initial laboratory testing and clinical studies for which not all patients had values, percentages of total patients with completed tests are shown. The Charlson Comorbidity Index predicts 10-year survival in patients with multiple comorbidities and was used as a measure of total comorbidity burden. The lowest score of 0 corresponds to a 98% estimated 10-year survival rate. Increasing age in decades older than age 50 years and comorbidities, including congestive heart disease and cancer, increase the total score and decrease the estimated 10-year survival. A total of 16 comorbidities are included. A score of 7 points and above corresponds to a 0% estimated 10-year survival rate. Acute kidney injury was identified as an increase in serum creatinine by 0.3 mg/dL or more (≥26.5 μmol/L) within 48 hours or an increase in...
serum creatinine to 1.5 times or more baseline within the prior 7 days compared with the preceding 1 year of data in acute care medical records. This was based on the Kidney Disease: Improving Global Outcomes (KDIGO) definition.\(^9\)

Acute hepatic injury was defined as an elevation in aspartate aminotransferase or alanine aminotransferase of more than 15 times the upper limit of normal.

**Results**

A total of 5700 patients were included (median age, 63 years [interquartile range (IQR), 52-75; range, 0-107 years]; 39.7% female) (Table 1). The median time to obtain polymerase chain reaction testing results was 15.4 hours (IQR, 7.8-24.3). The most common comorbidities were hypertension (3026, 56.6%), obesity (1737, 41.7%), and diabetes (1808, 33.8%). The median score on the Charlson Comorbidity Index was 4 points (IQR, 2-8), which corresponds to a 53% estimated 10-year survival and reflects a significant comorbidity burden for these patients.

The first test for COVID-19 was positive in 5517 patients (96.8%), while 183 patients (3.2%) had a negative first test and positive repeat test.
co-infection with another respiratory virus for those tested was 2.1% (42/1996). Discharge disposition by 10-year age intervals of all 5700 study patients is included in Table 4. Length of stay for those who died, were discharged alive, and remained in hospital are presented as well. Among the 3066 patients who remained hospitalized at the final study follow-up date (median age, 65 years [IQR 54-75]), the median follow-up at time of censoring was 4.5 days (IQR, 2.4-8.1). Mortality was 0% (0/20) for male and female patients younger than 20 years. Mortality rates were higher for male compared with female patients at every 10-year age interval older than 20 years.

### Table 2. Presentation Vitals and Laboratory Results of Patients Hospitalized With COVID-19

<table>
<thead>
<tr>
<th>Triage vitals*</th>
<th>No. (%)</th>
<th>No.</th>
<th>Reference ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature &gt;38 °C</td>
<td>1734 (30.7)</td>
<td>5644</td>
<td></td>
</tr>
<tr>
<td>Temperature, median (IQR), °C</td>
<td>37.5 (36.9-38.3)</td>
<td>5693</td>
<td></td>
</tr>
<tr>
<td>Oxygen saturation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;90%</td>
<td>1162 (20.4)</td>
<td>5693</td>
<td></td>
</tr>
<tr>
<td>% Median (IQR)</td>
<td>95 (91-97)</td>
<td>5693</td>
<td></td>
</tr>
<tr>
<td>Received supplemental oxygen at triage</td>
<td>1584 (27.8)</td>
<td>5693</td>
<td></td>
</tr>
<tr>
<td>Respiratory rate &gt;24 breaths/min</td>
<td>986 (17.3)</td>
<td>5695</td>
<td></td>
</tr>
<tr>
<td>Heart rate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥100 beats/min</td>
<td>2457 (43.1)</td>
<td>5696</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>97 (85-110)</td>
<td>5696</td>
<td></td>
</tr>
<tr>
<td>Initial laboratory measures, median (IQR)*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White blood cell count, ×10^9/L</td>
<td>7.0 (5.2-9.5)</td>
<td>5680</td>
<td>3.8-10.5</td>
</tr>
<tr>
<td>Absolute count, ×10^9/L</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutrophil</td>
<td>5.3 (3.7-7.7)</td>
<td>5645</td>
<td>1.8-7.4</td>
</tr>
<tr>
<td>Lymphocyte</td>
<td>0.88 (0.6-1.2)</td>
<td>5645</td>
<td>1.0-3.3</td>
</tr>
<tr>
<td>Lymphocyte, &lt;1000 ×10^9/L</td>
<td>3387 (60)</td>
<td>5645</td>
<td></td>
</tr>
<tr>
<td>Sodium, mmol/L</td>
<td>136 (133-138)</td>
<td>5645</td>
<td>135-145</td>
</tr>
<tr>
<td>Aspartate aminotransferase, U/L</td>
<td>46 (31-71)</td>
<td>5586</td>
<td>10-40</td>
</tr>
<tr>
<td>Aspartate aminotransferase &gt;40 U/L</td>
<td>3263 (58.4)</td>
<td>5645</td>
<td></td>
</tr>
<tr>
<td>Alanine aminotransferase, U/L</td>
<td>33 (21-55)</td>
<td>5587</td>
<td>10-45</td>
</tr>
<tr>
<td>Alanine aminotransferase &gt;60 U/L</td>
<td>2176 (39.0)</td>
<td>5587</td>
<td></td>
</tr>
<tr>
<td>Creatine kinase, U/L</td>
<td>171 (84-397)</td>
<td>2527</td>
<td>25-200</td>
</tr>
<tr>
<td>Venous lactate, mmol/L</td>
<td>1.5 (1.1-2.1)</td>
<td>2508</td>
<td>0.7-2.0</td>
</tr>
<tr>
<td>Troponin above test-specific upper limit of normal</td>
<td>801 (22.6)</td>
<td>3533</td>
<td></td>
</tr>
<tr>
<td>Brain-type natriuretic peptide, pg/mL</td>
<td>385.5 (106-1996.8)</td>
<td>1818</td>
<td>0-99</td>
</tr>
<tr>
<td>Procalcitonin, ng/mL</td>
<td>0.2 (0.1-0.6)</td>
<td>4138</td>
<td>0.02-0.10</td>
</tr>
<tr>
<td>D-dimer, ng/mL</td>
<td>438 (262-872)</td>
<td>3169</td>
<td>0-229</td>
</tr>
<tr>
<td>Ferritin, ng/mL</td>
<td>798 (411-1515)</td>
<td>4344</td>
<td>15-400</td>
</tr>
<tr>
<td>C-reactive protein, mg/dL</td>
<td>13.0 (6.4-26.9)</td>
<td>4517</td>
<td>0.0-0.40</td>
</tr>
<tr>
<td>Lactate dehydrogenase, U/L</td>
<td>404.0 (300-551.5)</td>
<td>4003</td>
<td>50-242</td>
</tr>
<tr>
<td>Admission studies*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECG, QTc &gt;500c</td>
<td>260 (6.1)</td>
<td>4250</td>
<td>&lt;400</td>
</tr>
<tr>
<td>Respiratory viral panel, positive for non-COVID-19 respiratory virus</td>
<td>42 (2.1)</td>
<td>1996</td>
<td></td>
</tr>
<tr>
<td>Chlamydia pneumoniae</td>
<td>2 (4.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coronavirus (non-COVID-19)</td>
<td>7 (16.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enterovirus/Rhinovirus</td>
<td>22 (52.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human metapneumovirus</td>
<td>2 (4.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Influenza A</td>
<td>1 (2.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mycoplasma pneumoniae</td>
<td>1 (2.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parainfluenza 3</td>
<td>3 (7.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respiratory syncytial virus</td>
<td>4 (9.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length of stay for patients in hospital at study end point, median (IQR), d</td>
<td>4.5 (2.4-8.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No.</td>
<td>3066</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: COVID-19, coronavirus disease 2019; ECG, electrocardiogram; IQR, interquartile range; QTc, corrected QT interval.

SI conversion factors: To convert alanine aminotransferase, alkaline phosphatase, aspartate aminotransferase, creatinine kinase, and lactate dehydrogenase to μkat/L, multiply by 0.0167.

* Triage vital signs, initial laboratory measures, and admission studies were selected to be included here based on relevance to the characterization of patients with COVID-19.

b Troponin I, troponin T, and troponin T, high sensitivity are used at about equal frequency across these institutions. For simplicity, we present the number and percentage of test results that were above the upper limit of normal for the individual references ranges for these 3 tests.

c QTc resulted from the automated ECG reading.
Outcomes for Patients Who Were Discharged or Died
Among the 2634 patients who were discharged or had died at the study end point, during hospitalization, 373 (14.2%) were treated in the ICU, 320 (12.2%) received invasive mechanical ventilation, 81 (3.2%) were treated with kidney replacement therapy, and 553 (21%) died (Table 5). As of April 4, 2020, for patients requiring mechanical ventilation (n = 1151, 20.2%), 38 (3.3%) were discharged alive, 282 (24.5%) died, and 831 (72.2%) remained in hospital. Mortality rates for those who received mechanical ventilation in the 18-to-65 and older-than-65 age groups were 76.4% and 97.2%, respectively. Mortality rates for those in the 18-to-65 and older-than-65 age groups who did not receive mechanical ventilation were 1.98% and 26.6%, respectively. There were no deaths in the younger-than-18 age group. The overall length of stay was 4.1 days (IQR, 2.3-6.8). The median postdischarge follow-up time was 4.4 days (IQR, 2.2-9.3). A total of 45 patients (2.2%) were readmitted during the study period. The median time to readmission was 3 days (IQR, 1.0-4.5). Of the patients who were discharged or had died at the study end point, 436 (16.6%) were younger than age 50 with a score of 0 on the Charlson Comorbidity Index, of whom 9 died.

Outcomes by Age and Risk Factors
For both patients discharged alive and those who died, the percentage of patients who were treated in the ICU or received invasive mechanical ventilation was increased for the 18-to-65 age group compared with the older-than-65 years age group (Table 5). For patients discharged alive, the lowest absolute lymphocyte count during hospital course was 0.7 (IQR, 0.3-1.1) for the 18-to-65 age group and 0.2 (IQR, 0.1-0.5) for the older-than-65 age group. For patients discharged alive, the readmission rates and the percentage of patients discharged to a facility (such as a nursing home or hospice) were higher for the 18-to-65 age group compared with the older-than-65 age group (Table 5). The overall length of stay was 4.1 days (IQR, 2.3-6.8) for patients discharged alive. The median postdischarge follow-up time was 4.4 days (IQR, 2.2-9.3).

Table 3. Hospital Characteristics and Admission Rates

<table>
<thead>
<tr>
<th>Hospital</th>
<th>Study admissions (N = 5700)</th>
<th>Acute beds (March occupancy), mean</th>
<th>Annual emergency department visits (% admitted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>North Shore University Hospital</td>
<td>1073 (18.8)</td>
<td>637 (92)</td>
<td>51 000 (34)</td>
</tr>
<tr>
<td>Long Island Jewish Medical Center</td>
<td>1151 (20.2)</td>
<td>517 (91)</td>
<td>66 000 (28)</td>
</tr>
<tr>
<td>Staten Island University Hospital</td>
<td>674 (11.9)</td>
<td>466 (85)</td>
<td>93 000 (25)</td>
</tr>
<tr>
<td>Lenox Hill Hospital</td>
<td>558 (9.8)</td>
<td>324 (75)</td>
<td>40 000 (29)</td>
</tr>
<tr>
<td>Southside Hospital</td>
<td>445 (7.8)</td>
<td>270 (86)</td>
<td>59 000 (18)</td>
</tr>
<tr>
<td>Huntington Hospital</td>
<td>359 (6.3)</td>
<td>231 (81)</td>
<td>40 000 (22)</td>
</tr>
<tr>
<td>Long Island Jewish Forest Hills</td>
<td>608 (10.7)</td>
<td>187 (86)</td>
<td>42 000 (21)</td>
</tr>
<tr>
<td>Long Island Jewish Valley Stream</td>
<td>355 (6.2)</td>
<td>180 (75)</td>
<td>31 000 (23)</td>
</tr>
<tr>
<td>Plainview Hospital</td>
<td>231 (4.1)</td>
<td>156 (70)</td>
<td>24 000 (29)</td>
</tr>
<tr>
<td>Cohen Children’s Medical Center</td>
<td>42 (0.7)</td>
<td>111 (78)</td>
<td>48 000 (14)</td>
</tr>
<tr>
<td>Glen Cove Hospital, nonteaching</td>
<td>117 (2.1)</td>
<td>66 (78)</td>
<td>15 000 (20)</td>
</tr>
<tr>
<td>Syosset Hospital</td>
<td>87 (1.5)</td>
<td>55 (70)</td>
<td>12 000 (21)</td>
</tr>
</tbody>
</table>

Table 4. Discharge Disposition by 10-Year Age Intervals of Patients Hospitalized With COVID-19

<table>
<thead>
<tr>
<th>Age intervals, y</th>
<th>Patients discharged alive or dead at study end point</th>
<th>Patients in hospital at study end point</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Died, No./No. (%)</td>
<td>Length of stay among those who died, median (IQR), d*</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td>0-9</td>
<td>0/13</td>
<td>0/13</td>
</tr>
<tr>
<td>10-19</td>
<td>1/10</td>
<td>0/7</td>
</tr>
<tr>
<td>20-29</td>
<td>3/42</td>
<td>1/55</td>
</tr>
<tr>
<td>30-39</td>
<td>6/130</td>
<td>2/81</td>
</tr>
<tr>
<td>40-49</td>
<td>19/233</td>
<td>3/119</td>
</tr>
<tr>
<td>50-59</td>
<td>40/327</td>
<td>13/188</td>
</tr>
<tr>
<td>60-69</td>
<td>56/300</td>
<td>28/233</td>
</tr>
<tr>
<td>70-79</td>
<td>91/254</td>
<td>54/197</td>
</tr>
<tr>
<td>80-89</td>
<td>94/155</td>
<td>67/158</td>
</tr>
<tr>
<td>≥90</td>
<td>28/44 (63.6)</td>
<td>39/84 (46.4)</td>
</tr>
</tbody>
</table>

Abbreviations: COVID-19, coronavirus disease 2019; IQR, interquartile range; NA, not applicable.

* Length of stay begins with admission time and ends with discharge time, time at death, or midnight on the last day of data collection for the study. It does not include time in the emergency department.
rehabilitation), as opposed to home, increased for progressively older age groups.

Of the patients who died, those with diabetes were more likely to have received invasive mechanical ventilation or care in the ICU compared with those who did not have diabetes (eTable 1 in the Supplement). Of the patients who died, those with hypertension were less likely to have received invasive mechanical ventilation or care in the ICU compared with those without hypertension. The percentage of patients who developed acute kidney injury was increased in the subgroups with diabetes compared with subgroups without those conditions.

### Table 5. Clinical Measures and Outcomes for Patients Discharged Alive, Dead, and In Hospital at Study End Point by Age

<table>
<thead>
<tr>
<th>Clinical measure</th>
<th>Total discharged alive and dead patients (N = 2634)</th>
<th>Discharged alive</th>
<th>Died</th>
<th>In hospital</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invasive mechanical ventilation&lt;sup&gt;a&lt;/sup&gt;</td>
<td>320 (12.2)</td>
<td>33 (2.4)</td>
<td>5 (0.7)</td>
<td>107 (41.8)</td>
</tr>
<tr>
<td>ICU care</td>
<td>373 (14.2)</td>
<td>62 (4.5)</td>
<td>18 (2.7)</td>
<td>109 (81.3)</td>
</tr>
<tr>
<td>Absolute lymphocyte count at nadir, median (IQR), ×10&lt;sup&gt;9&lt;/sup&gt;/L (reference range, 1.0–3.3)</td>
<td>0.8 (0.5–1.14)</td>
<td>0.9 (0.7–1.2)</td>
<td>0.8 (0.5–1.1)</td>
<td>0.5 (0.3–0.8)</td>
</tr>
<tr>
<td>No.</td>
<td>2626</td>
<td>1371</td>
<td>675</td>
<td>134</td>
</tr>
<tr>
<td>Acute kidney injury&lt;sup&gt;b&lt;/sup&gt;</td>
<td>523 (22.2)</td>
<td>93 (7.5)</td>
<td>82 (13.1)</td>
<td>98 (83.8)</td>
</tr>
<tr>
<td>No.</td>
<td>2351</td>
<td>1237</td>
<td>624</td>
<td>117</td>
</tr>
<tr>
<td>Kidney replacement therapy</td>
<td>81 (3.2)</td>
<td>2 (0.1)</td>
<td>1 (0.2)</td>
<td>43 (35.0)</td>
</tr>
<tr>
<td>No.</td>
<td>1371</td>
<td>675</td>
<td>134</td>
<td>134</td>
</tr>
<tr>
<td>Acute hepatic injury&lt;sup&gt;c&lt;/sup&gt;</td>
<td>56 (2.1)</td>
<td>0</td>
<td>3 (0.2)</td>
<td>25 (18.7)</td>
</tr>
<tr>
<td>No.</td>
<td>1371</td>
<td>675</td>
<td>134</td>
<td>134</td>
</tr>
<tr>
<td>Outcomes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length of stay, median (IQR), d</td>
<td>4.1 (2.3–6.8)</td>
<td>3.9 (2.4–6.7)</td>
<td>4.8 (2.3–7.4)</td>
<td>4.5 (2.7–7.2)</td>
</tr>
<tr>
<td>Discharged alive</td>
<td>2.0 (1.7–2.8)</td>
<td>3.8 (2.3–6.2)</td>
<td>NA</td>
<td>4.5 (2.7–7.2)</td>
</tr>
<tr>
<td>Died</td>
<td>553 (21)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Died, of those who did not receive mechanical ventilation</td>
<td>271 (13.2)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Died, of those who did receive mechanical ventilation</td>
<td>282 (30.8)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Readmitted&lt;sup&gt;e&lt;/sup&gt;</td>
<td>45 (2.2)</td>
<td>22 (1.6)</td>
<td>22 (1.6)</td>
<td>22 (1.6)</td>
</tr>
<tr>
<td>Discharge disposition of 2081 patients discharged alive</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No.</td>
<td>2081</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>1959 (94.1)</td>
<td>1345 (98.0)</td>
<td>582 (86.1)</td>
<td>NA</td>
</tr>
<tr>
<td>Facilities (ie, nursing home, rehab)</td>
<td>122 (5.9)</td>
<td>28 (2.0)</td>
<td>94 (13.9)</td>
<td>NA</td>
</tr>
</tbody>
</table>

Abbreviations: ICU, intensive care unit; IQR, interquartile range; NA, not applicable.

<sup>a</sup> Policy in the system has been not to treat patients with COVID-19 with bilevel positive airway pressure and continuous positive airway pressure out of concern for aerosolizing virus particles and therefore that information is not reported here.

<sup>b</sup> Acute kidney injury was identified as an increase in serum creatinine by ≥0.3 mg/dL (≥26.5 μmol/L) within 48 hours or an increase in serum creatinine to ≥1.5 times baseline within the prior 7 days compared with the preceding 1 year of data in acute care medical records. Acute kidney injury is calculated only for patients with record of baseline kidney function data available and without a diagnosis of end-stage kidney disease.

<sup>c</sup> Acute hepatic injury was defined as an elevation in aspartate aminotransferase or alanine aminotransferase of >5 times the upper limit of normal.

<sup>d</sup> Length of stay begins with admission time and ends with discharge time or time of death. It does not include time in the emergency department.

<sup>e</sup> Data are presented here for readmission during the study period, March 1 to April 4, 2020.
an angiotensin-converting enzyme inhibitor (ACEI) at home and 267 (11.1%) were taking an angiotensin II receptor blocker (ARB) at home. The median number of total home medications was 3 (IQR, 0–7). Outcomes for subgroups of patients with hypertension by use of ACEI or ARB home medication are shown in eTable 2 in the Supplement. Numbers provided for total patients taking ACEI or ARB therapy in eTable 2 in the Supplement are provided only for patients who also had a diagnosis of hypertension.

Of the patients taking an ACEI at home, 91 (48.1%) continued taking an ACEI while in the hospital and the remainder discontinued this type of medication during their hospital visit. Of the patients taking an ARB at home, 136 (50.1%) continued taking an ARB while in the hospital and the remainder discontinued taking this type of medication during their hospital visit. Of patients who were not prescribed an ACEI or ARB at home, 49 started treatment with an ACEI and 58 started treatment with an ARB during their hospitalization. Mortality rates for patients with hypertension not taking an ACEI or ARB, taking an ACEI, and taking an ARB were 26.7%, 32.7%, and 30.6%, respectively.

Discussion
To our knowledge, this study represents the first large case series of sequentially hospitalized patients with confirmed COVID-19 in the US. Older persons, men, and those with pre-existing hypertension and/or diabetes were highly prevalent in this case series and the pattern was similar to data reported from China. However, mortality rates in this case series were significantly lower, possibly due to differences in thresholds for hospitalization. This study reported mortality rates only for patients with definite outcomes (discharge or death), and longer-term study may find different mortality rates as different segments of the population are infected. The findings of high mortality rates among ventilated patients are similar to smaller case series reports of critically ill patients in the US. ACEI and ARB medications can significantly increase mRNA expression of cardiac angiotensin-converting enzyme 2 (ACE2), leading to speculation about the possible adverse, protective, or biphasic effects of treatment with these medications. This is an important concern because these medications are the most prevalent antihypertensive medications among all drug classes. However, this case series design cannot address the complexity of this question, and the results are unadjusted for known confounders, including age, sex, race, ethnicity, socioeconomic status indicators, and comorbidities such as diabetes, chronic kidney disease, and heart failure.

Mortality rates are calculated only for patients who were discharged alive or died by the study end point. This biases our rates toward including more patients who died early in their hospital course. Most patients in this study were still in hospital at the study end point (3066, 53.8%). We expect that as these patients complete their hospital course, reported mortality rates will decline.

Limitations
This study has several limitations. First, the study population only included patients within the New York metropolitan area. Second, the data were collected from the electronic health record database. This precluded the level of detail possible with a manual medical record review. Third, the median postdischarge follow-up time was relatively brief at 4.4 days (IQR, 2.2–9.3). Fourth, subgroup descriptive statistics were unadjusted for potential confounders. Fifth, clinical outcome data were available for only 46.2% of admitted patients. The absence of data on patients who remained hospitalized at the final study date may have biased the findings, including the high mortality rate of patients who received mechanical ventilation older than age 65 years.

Conclusions
This case series provides characteristics and early outcomes of sequentially hospitalized patients with confirmed COVID-19 in the New York City area.
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INTRODUCTION  Several studies have measured health outcomes in the United States, but none have provided a comprehensive assessment of patterns of health by state.

OBJECTIVE  To use the results of the Global Burden of Disease Study (GBD) to report trends in the burden of diseases, injuries, and risk factors at the state level from 1990 to 2016.

DESIGN AND SETTING  A systematic analysis of published studies and available data sources estimates the burden of disease by age, sex, geography, and year.

MAIN OUTCOMES AND MEASURES  Prevalence, incidence, mortality, life expectancy, healthy life expectancy (HALE), years of life lost (YLLs) due to premature mortality, years lived with disability (YLDs), and disability-adjusted life-years (DALYs) for 333 causes and 84 risk factors with 95% uncertainty intervals (UIs) were computed.

RESULTS  Between 1990 and 2016, overall death rates in the United States declined from 745.2 (95% UI, 740.6 to 749.8) per 100 000 persons to 578.0 (95% UI, 569.4 to 587.1) per 100 000 persons. The probability of death among adults aged 20 to 55 years declined in 31 states and Washington, DC from 1990 to 2016. In 2016, Hawaii had the highest life expectancy at birth (81.3 years) and Mississippi had the lowest (74.7 years), a 6.6-year difference. Minnesota had the highest HALE at birth (70.3 years), and West Virginia had the lowest (63.8 years), a 6.5-year difference. The leading causes of DALYs in the United States for 1990 and 2016 were ischemic heart disease and lung cancer, while the third leading cause in 1990 was low back pain, and the third leading cause in 2016 was chronic obstructive pulmonary disease. Opioid use disorders moved from the 11th leading cause of DALYs in 1990 to the 7th leading cause in 2016, representing a 74.5% (95% UI, 42.8% to 93.9%) change. In 2016, each of the following 6 risks individually accounted for more than 5% of risk-attributable DALYs: tobacco consumption, high body mass index (BMI), poor diet, alcohol and drug use, high fasting plasma glucose, and high blood pressure. Across all US states, the top risk factors in terms of attributable DALYs were due to 1 of the 3 following causes: tobacco consumption (32 states), high BMI (10 states), or alcohol and drug use (8 states).

CONCLUSIONS AND RELEVANCE  There are wide differences in the burden of disease at the state level. Specific diseases and risk factors, such as drug use disorders, high BMI, poor diet, high fasting plasma glucose level, and alcohol use disorders are increasing and warrant increased attention. These data can be used to inform national health priorities for research, clinical care, and policy.
Previous studies have reported on health disparities in US states and counties.1-2 These studies showed that health disparities have increased with time. Recent attention has focused on increased mortality in some age groups and a decline in life expectancy.1 In addition, the performance of the US health care system does not match its level of spending on health and lags behind countries with similar financial resources.3 For example, in 2014, US life expectancy ranked 43rd in the world, although the United States spent the most ($3.0 trillion) on health care, exceeding the median amount spent by Organisation for Economic Co-operation and Development countries by 35%.4

Several studies have shown large variations in risk factors by state and county, and these variations have contributed to differences in health outcomes.5-9 In the Global Burden of Disease Study 2010 (GBD 2010) US Burden of Disease report, the following risk factors were reported as the main causes associated with US morbidity and mortality (percent contributed to total disability-adjusted life-years [DALYs] in 2010): poor diet (14%), smoking (11%), high blood pressure (8%), and obesity (11%).10-12 None of the previous studies of US health have been as comprehensive as the GBD study.5,13-18 The GBD systematically accounts for differences in data sources and biases and analyzes levels and trends for causes and risk factors within the same computational framework, which maximizes comparability across states, years, and different age groups by sex. GBD is now conducted on an annual cycle, with GBD 2016 providing updated estimates of mortality, morbidity, and risk factors in 195 locations, including the United States, from 1990 to 2016.

The findings of GBD 2016 indicate that while the United States overall is experiencing improvements in health outcomes, the patterns of health burden at the state level vary across geography. Routinely monitoring the trend of burden of disease at the state level is essential given the vital role of states in many aspects of health and social policy19—from the Medicaid program to regulation of private insurers20 and considering that individual states also experience different economic circumstances. The current study uses GBD 2016 to report the change in burden of disease, including injuries and risk factors at the state level, from 1990 to 2016.

Methods

Overview
The GBD study is estimated annually and each round of results is internally consistent (cause-specific mortality estimates are summed to match all-cause mortality estimates) and collectively exhaustive (residual categories “other” are captured to enable quantifying total burden) (Sections 1-5 in Supplement 1). The numbers reported in the previous round of GBD are not identical to those of the current round (GBD 2016) for 2 main reasons. First, since the GBD 2010 Special Communication regarding US risk factors, there has been further refinement of the “garbage coding” (ie, ill-defined causes of death) redistribution methods (Supplement 1). Second, the new analysis at the state level changes some of the estimation slightly when aggregated to the national level. GBD 2016 provides a new time series.

The GBD 2016 methodology has been published previously.5,13-18 GBD uses several metrics to report results for health loss related to specific diseases, injuries, and risk factors: deaths and death rates, years of life lost (YLLs) due to premature mortality, prevalence and prevalence rates for sequelae, years lived with disability (YLDs), and DALYs (Box; Sections 2, 3, and 5 in Supplement 1 and Appendix Table 2 in Supplement 2). GBD provides a comprehensive assessment of all-cause mortality and estimates for death due to 264 causes in 195 countries and territories from 1990 to 2016, as well as 333 causes of DALYs (Appendix Table 2 in Supplement 2). GBD 2016 has 4 levels of causes that are mutually exclusive (Appendix Table 3 in Supplement 2). Level 1 has 3 causes: communicable, maternal, neonatal, and nutritional disorders; noncommunicable diseases; and injuries. Level 2 has 21 causes. Levels 3 and 4 consist of more disaggregated causes. GBD 2016 documented each step of the estimation processes, as well as data sources, in accordance with the Guidelines for Accurate and Transparent Health Estimates Reporting.21 A more detailed methodology is available in the appendix to this article (Sections 8 and 9 in Supplement 1).

Data
To estimate the US burden of disease prevalence, computation for each sequela began with a systematic analysis of published studies and available data sources providing information on prevalence, incidence, remission, and excess mortality, such as the National Health and Nutrition Examination Surveys,22 state inpatient databases,23 the National Ambulatory Medical Care Survey,24 National Hospital Ambulatory Medical Care Survey,25 Medical Expenditure Panel Survey,26 National Comorbidity Survey,27 National Epidemiological Survey on Alcohol and Related Conditions,28 National Survey on Drug Use and Health,29 US Department of Agriculture Continuing Survey of Food Intakes,30 Marketscan,31 National Health Interview Survey,32 Behavioral Risk Factor Surveillance System,33 and the Centers for Disease Control and Prevention Disease Surveillance Reports.34 Hospital inpatient data were extracted and used for this analysis. Moreover, outpatient encounter data were available for the United States through aggregate data derived from a...
box glossary of terms

Disability-adjusted life-years: a summary metric of population health. DALYs represent a health gap and, as such, measure the state of a population’s health compared to a normative goal. The goal is for individuals to live the standard life expectancy in full health. DALYs are the sum of 2 components: years of life lost (YLLs) and years lived with disability (YLDs).

Healthy life expectancy: the number of years that a person at a given age can expect to live in good health, taking into account mortality and disability.


Years lived with disability: computed as the prevalence of different disease sequelae and injury sequelae multiplied by disability weights for that sequela. Disability weights are selected on the basis of surveys of the general population about the health loss associated with the health state related to the disease sequela.

Years of life lost due to premature mortality: computed by multiplying the number of deaths at each age by a standard life expectancy at that age. The standard selected represents the normative goal for survival and has been computed based on the lowest recorded death rates across countries in 2010.

database of claims information for US private and public insurance schemes for the years 2000, 2010, and 2012. GBD methodology applied several correction factors to account for bias in health service encounter data from these claims that were available as aggregated by International Classification of Diseases (ICD) code and by primary diagnosis only. First, for chronic disorders, the study estimated the ratio between prevalence from primary diagnoses and prevalence from all diagnoses associated with a claim. Second, the claims data were used to generate the mean number of outpatient visits per disorder. Similarly, the study generated per-person discharge rates from hospital inpatient data in the United States.

All-Cause Mortality and Cause of Death

All-cause mortality was estimated by age, sex, geography, and year using 6 modeling approaches to assess cause-specific mortality; the Cause of Death Ensemble Model was used to generate estimates for the vast majority of causes. This analysis used identified death records from the National Center for Health Statistics (NCHS) and population counts from the US Census Bureau, NCHS, and the Human Mortality Database. Deaths and population were tabulated by county, age group, sex, year, and (in the case of death data) cause. The cause list developed for the GBD is arranged hierarchically in 4 levels. Within each level, the cause list is designed such that all deaths are assigned exactly 1 cause. As part of the GBD study, a map has been developed that allows ICD-9 and ICD-10 codes to be translated to GBD causes.

Previous studies have documented the existence of insufficiently specific or implausible causes of death used in death registration data that may lead to misleading geographic and temporal patterns. Algorithms developed for the GBD were used to reallocate deaths assigned one of these garbage codes to plausible alternatives. First, plausible target causes were assigned to each garbage code or group of garbage codes. Second, deaths were reassigned to specified target codes according to proportions derived in 1 of 4 ways: (1) published literature or expert opinion; (2) regression models; (3) according to the proportions initially observed among targets; and (4) for HIV/AIDS specifically, by comparison to years before HIV/AIDS became widespread. More detail on each of these methods is provided in Section 2 of Supplement 1.

Based on standard GBD methods, YLLs were computed by multiplying the number of deaths from each cause in each age group by the reference life expectancy at the mean age of death among those who died in the age group. The YLLs computation is based on the precedent set by GBD and uses the same life table standard for calculating YLLs in all locations and years (essential for comparing estimates of YLLs across locations and years). The standard is meant to represent the mortality experience of a population with minimal excess mortality using the lowest observed age-specific mortality rates in 2016 among all countries with a population greater than 5 million. This standard does not vary with time because for most populations, the number of YLLs (once normalized for population size) is larger in earlier years than in later years due to improving survival rather than an artifact of the standard used.

Analysis of DALYs and HALE

Following GBD 2016 methods, national and state-level DALYs were computed by summing YLLs and YLDs for each cause, age, and sex in 1990, 1995, 2000, 2005, 2010, and 2016 (Section 4 in Supplement 1). DALYs were computed for 333 causes, with 95% uncertainty intervals (UIs) capturing the uncertainty for both YLL and YLD rates. HALE was calculated using the Sullivan method and generated 95% UIs that indicated uncertainty for age-specific death rates and YLDs per capita for each geography, age group, sex, and year. HALE was calculated for the United States and for each individual state using multiple-decrement life tables and estimated YLDs per capita; additional details on HALE methodology are provided in Section 4 in Supplement 1.

Risk Factors

GBD 2016 used the comparative risk assessment framework to estimate attributable deaths, DALYs, and trends in exposure by age group, sex, year, and geography for risks from 1990 to 2016. GBD has 84 behavioral, environmental and occupational, and metabolic risks or clusters of risks (Section 5 in Supplement 1). Risk-outcome pairs were included in the GBD 2016 study if they were a plausible alternative.
met World Cancer Research Fund criteria for convincing or probable evidence. Relative risk (RR) estimates were extracted from published and unpublished randomized clinical trials, cohorts, and pooled cohorts. Risk exposures were estimated based on published studies, household surveys, US Census data, satellite data, and other sources. Two modeling approaches, a Bayesian metaregression model and a spatiotemporal Gaussian process regression model, were developed for the GBD study and used to pool data from different sources, adjust for bias in the data, and incorporate potential covariates. GBD used the counterfactual scenario of theoretical minimum risk exposure level (ie, the level for a given risk exposure that could minimize risk at the population level) to attribute burden. A summary exposure value was developed for GBD 2015 as the RR-weighted prevalence of exposure (range, 0 [no excess risk exists in a population] to 1 [population is at the highest risk]).

\[
SEV = \frac{\sum_{i=1}^{n} Pr_i RR_{i} - 1}{RR_{max} - 1}
\]

Where \( Pr_i \) is prevalence of category \( i \) exposure; \( RR_i \) is the RR of the category \( i \); and \( RR_{max} \) is the maximum RR observed (between categories). This quantity is estimated for each age group, sex, geography, and year. In the case of dichotomous exposure, summary exposure value is equal to prevalence. For continuous risks, summary exposure value is defined as follows:

\[
SEV = \int_{x=1}^{u} \frac{RR(x) P(x) dx}{RR_{max} - 1}
\]

Where \( P(x) \) is the density of exposure at level \( x \) of exposure; \( (\chi) \) is the RR of the level \( \chi \); and \( RR_{max} \) is the highest RR that is supported by data and reflects a level in which more than 1% of the population is exposed globally. In this study, summary exposure value is reported on a scale from 0% to 100% to emphasize that it is risk-weighted prevalence.

To calculate risk-attributable fractions of disease burden by cause, the effects of risk exposure levels were modeled, RRs associated with risk exposure and specific health outcomes were documented, and counterfactual levels of risk exposure on estimates of national and state-level deaths, YLLs, YLDs, and DALYs were computed. Detailed descriptions of the GBD 2016 methods for risk factor assessment and attribution are published elsewhere (Section 5 in Supplement 1).

Decomposition of Changes in Probability of Death

The probability of death was calculated for 3 summary age intervals and the cause-specific contributions to each of these summary indicators for ages 0 to 20, 20 to 55, and 55 to 90 years. These age groups were chosen to reflect variations in trends and burden for adolescents, young adults, and older people. For each probability of death, the multiple decrement life-table method was used to compute the probability of death from each cause and the overall contribution of each cause of death to the summary probability of death. Although discrete age categories from life table calculations were used, the age categories slightly overlap for calculations of probability of death (ages 20 years and 55 years; see Section 6 in Supplement 1). To decompose the key drivers of life loss, the probability of death was determined and examined in parallel to the cause fractions for that same age group. Additional information on the decomposition of changes in the probability of death, including the formulas used, is available in the online methods section (Supplement 1).

Sociodemographic Index

GBD 2015 created a summary indicator that combines measures of income per capita, educational attainment for age 15 years or older, and total fertility rates. This indicator is updated for each GBD round. The current sociodemographic index (SDI) was used to compare observed patterns of health loss to expected patterns for countries or locations with similar SDI scores. The SDI was computed similarly to the computation of the human development index to improve interpretability. Each component of the SDI was weighted equally and rescaled (range, 0 [lowest observed value during 1980-2016] to 1 [highest observed value during 1980-2016]). In the United States in 2016, the SDI ranged from 0.874 in Mississippi to 0.978 in Washington, DC (global SDI values in 2016 ranged from 0.268 in Somalia to 0.978 in Washington, DC).

Results

US Mortality and YLLs

Table 1 lists the 25 leading causes of death and premature mortality from 1990 to 2016. Ischemic heart disease (IHD); cancer of the trachea, bronchus, and lung; chronic obstructive pulmonary disease; Alzheimer disease and other dementias; and cancer of the colon and rectum were the 5 leading causes of death. Despite a 50.7% decline in age-standardized mortality and a 50.4% decline in age-standardized YLLs, IHD remained the leading cause of death and premature mortality. There was an increase in age-standardized mortality and in age-standardized YLLs from 1990 for chronic obstructive pulmonary disease (13.8% for deaths and 4.6% for YLLs) and for Alzheimer disease and other dementias (11.6% for deaths and 5.5% for YLLs). There was a decrease in age-standardized mortality and in age-standardized YLLs for colon and rectal cancer (29.6% for deaths and 27.9% for YLLs) and for breast cancer (32.6% for deaths and 36.0% for YLLs). Deaths from endocrine, metabolic, blood, and immune disorders increased by 89.1%, and YLLs increased by 60.3% from 1990 to 2016 (an increase in rank from 37 in 2010 to 22 in 2016). Other notable findings are seen in Table 1 are declines in deaths from self-harm by firearm (13.2%) and physical violence by firearm (28.5%) but an increase in self-harm by other means (16.9%).

US YLDs

Table 2 provides the 25 leading diseases and injuries contributing to YLDs. Low back pain and major depressive disorders remained the first and second causes of YLDs in 2016. Age-standardized rates of low back pain declined by 12.4%, while age-standardized rates of major depressive disorder did not change from 1990. Diabetes, which was the third leading cause of YLDs, had a 29.6% increase in age-standardized rates from 1990, and increased in rank from 8 in 1990 to 3 in 2016. From 1990 to 2016,
<table>
<thead>
<tr>
<th>Diseases and Injuries</th>
<th>YLLs, No. in Thousands (95% UI)</th>
<th>Percent Change</th>
<th>Deaths, No. in Thousands (95% UI)</th>
<th>Percent Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>YLL Rank</td>
<td>YLL Rate</td>
<td>Deaths Rate</td>
<td>YLL Rank</td>
<td>YLL Rate</td>
</tr>
<tr>
<td><strong>US Burden of Diseases, Injuries, and Disease Risk Factors, 1990-2016</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Heart disease</td>
<td>7605.3 (9309.4 to 9657.0)</td>
<td>-19.5 (-21.7 to -17.3)</td>
<td>544.8 (632.7 to 653.3)</td>
</tr>
<tr>
<td>2</td>
<td>Tracheal, bronchus, and lung cancer</td>
<td>3155.4 (3493.4 to 3681.9)</td>
<td>-32.8 (-34.8 to -30.6)</td>
<td>151.0 (148.5 to 153.6)</td>
</tr>
<tr>
<td>3</td>
<td>Chronic kidney disease</td>
<td>2347.4 (1326.7 to 1412.8)</td>
<td>69.8 (66.5 to 72.0)</td>
<td>71.5 (69.2 to 73.7)</td>
</tr>
<tr>
<td>4</td>
<td>Colon and rectum cancer</td>
<td>1241.6 (1219.5 to 1264.9)</td>
<td>1437.0 (1275.6 to 1345.5)</td>
<td>68.4 (67.2 to 69.7)</td>
</tr>
<tr>
<td>5</td>
<td>Lower respiratory infections</td>
<td>1044.8 (1006.1 to 1081.6)</td>
<td>-19.0 (−27.8 to −20.8)</td>
<td>96.0 (89.6 to 102.3)</td>
</tr>
<tr>
<td>6</td>
<td>Diabetes</td>
<td>921.1 (1264.1 to 1345.5)</td>
<td>1305.7 (1275.6 to 1345.5)</td>
<td>71.5 (69.2 to 73.7)</td>
</tr>
<tr>
<td>7</td>
<td>Intracerebral hemorrhage</td>
<td>901.0 (1109.5 to 1199.2)</td>
<td>1139.8 (1085.3 to 1194.3)</td>
<td>63.9 (40.5 to 44.1)</td>
</tr>
<tr>
<td>8</td>
<td>Self-harm by firearm</td>
<td>827.2 (710.3 to 1071.4)</td>
<td>7.9 (−16.9 to 27.6)</td>
<td>19.7 (16.3 to 24.6)</td>
</tr>
<tr>
<td>9</td>
<td>Chronic kidney disease and other specified means</td>
<td>981.4 (771.2 to 1176.6)</td>
<td>19.1 (−2.0 to 27.6)</td>
<td>22.8 (17.7 to 27.6)</td>
</tr>
<tr>
<td>10</td>
<td>Opioid use disorders</td>
<td>165.0 (145.1 to 482.9)</td>
<td>830.7 (511.0 to 532.4)</td>
<td>327.7 (109.9 to 395.1)</td>
</tr>
<tr>
<td>11</td>
<td>Hypertensive heart disease</td>
<td>387.3 (15.7 to 29.2)</td>
<td>669.9 (25.5 to 47.8)</td>
<td>9.3 (13.6 to 17.0)</td>
</tr>
<tr>
<td>12</td>
<td>Physical violence by firearm</td>
<td>797.4 (377.0 to 941.3)</td>
<td>659.8 (235.5 to 280.6)</td>
<td>21.3 (17.7 to 27.6)</td>
</tr>
<tr>
<td>13</td>
<td>Chronic kidney disease due to diabetes mellitus</td>
<td>518.2 (406.3 to 691.8)</td>
<td>513.5 (371.6 to 448.0)</td>
<td>12.4 (6.7 to 15.1)</td>
</tr>
<tr>
<td>14</td>
<td>Opioid use disorders</td>
<td>524.0 (406.3 to 691.8)</td>
<td>830.7 (511.0 to 532.4)</td>
<td>327.7 (109.9 to 395.1)</td>
</tr>
<tr>
<td>15</td>
<td>Cirrhosis and other chronic liver diseases due to alcohol use and circulatory diseases</td>
<td>1036.0 (226.6 to 328.2)</td>
<td>608.8 (67.6 to 83.3)</td>
<td>12.0 (6.6 to 7.4)</td>
</tr>
<tr>
<td>16</td>
<td>Neonatal preterm birth complications</td>
<td>248.1 (77.7 to 114.2)</td>
<td>136.8 (86.3 to 112.6)</td>
<td>46.3 (29.9 to 59.1)</td>
</tr>
<tr>
<td>17</td>
<td>Cirrhosis and other chronic liver diseases due to alcohol use and circulatory diseases</td>
<td>1018.0 (385.7 to 1551.7)</td>
<td>603.3 (208.7 to 1129.6)</td>
<td>46.3 (29.9 to 59.1)</td>
</tr>
<tr>
<td>18</td>
<td>Endocrine, metabolic, blood, and immune disorders</td>
<td>293.4 (101.8 to 538.3)</td>
<td>515.1 (86.1 to 126.1)</td>
<td>46.3 (29.9 to 59.1)</td>
</tr>
<tr>
<td>19</td>
<td>Other cardiovascular diseases and disorders due to alcohol use and circulatory diseases</td>
<td>293.4 (101.8 to 538.3)</td>
<td>515.1 (86.1 to 126.1)</td>
<td>46.3 (29.9 to 59.1)</td>
</tr>
<tr>
<td>20</td>
<td>Non-Hodgkin lymphoma</td>
<td>235.0 (137.5 to 409.0)</td>
<td>613.2 (175.8 to 975.6)</td>
<td>41.6 (12.4 to 27.6)</td>
</tr>
</tbody>
</table>

Abbreviations: UI, uncertainty interval; YLLs, years of life lost due to premature mortality.
falls had an increase of 22.2% in YLDs, opioid use disorders had an increase of 10.9% in YLDs, and asthma had a decline of 12.4% in age-standardized YLD rates. Other notable findings include an increase of 9.7% in age-standardized YLD rates of hearing loss due to aging and other causes.

### US DALYs

Figure 1 shows the 25 leading causes of DALYs in 1990 and 2016 with their mean change percentage during the period. IHD and lung cancer were the leading causes of DALYs in both years, but the age-standardized death rate declined between 1990 and 2016 by 49.7% for IHD and by 32.3% for lung cancer. The age-standardized DALY rate for chronic obstructive pulmonary disease (the third leading cause in 2016) increased by 5.5% between 1990 and 2016, and for diabetes (the fourth leading cause in 2016), it increased by 11%. Diabetes increased from the sixth leading cause in 1990 to the fourth in 2016, while low back pain declined from the third leading cause to the fifth. Three leading causes of DALYS had declines in age-standardized rates from 1990 to 2016: motor vehicle road injuries (by 35.0%), breast cancer (by 34.3%), and colorectal cancer (by 27.4%). Four leading causes of DALYS had increases in age-standardized rates from 1990 to 2016: opioid use disorders (by 47.9%), chronic kidney disease (by 44.3%), self-harm by other means (by 20.3%), and falls (by 19.0%).

### US Risk Factor Estimates

Figure 2 shows the number of deaths and the percentage of DALYS from 17 risk factors in 2016. Diet, tobacco use, and high systolic blood pressure were the leading causes of deaths while tobacco use, high body mass index, and diet were the leading risk factors for DALYS. For example, dietary risks accounted for 529,299 deaths in 2016, with 83.9% of these deaths due to cardiovascular diseases, and the remainder due to a combination of neoplasms and diabetes, and to urogenital, blood, and endocrine diseases. Alcohol and drug use were the eighth leading cause of death and the fourth leading cause of DALYS. In 2016, each of the 6 following risks accounted for more than 5% of DALYS: tobacco consumption, high body mass index, diet, alcohol and drug use, high fasting plasma glucose levels, and high blood pressure.

### Attribution of DALYS to Risk Factors

In 2016, 44.9% of total DALYS in the United States were attributable to risk factors. Behavioral risk factors accounted for the largest percentage of the attributable fraction of DALYS due to all causes (43.5%), followed by metabolic (22.7%), and environmental and occupational risks (3.7%) (Supplement 2).

### Individual State Data

GBD 2016 showed substantial variations in the burden of diseases, injuries, and risk factors by state. There was also a variation in trends by age, sex, and state (key findings and results of burden by state in Supplement 3).

### Life Expectancy and HALE

Life expectancy and HALE at birth for both sexes combined for the United States, all 50 states, and for Washington, DC are shown in Table 3. Hawaii had the highest life expectancy at birth in 2016 (81.3 years [95% UI, 80.6 to 81.9]), while Mississippi had the lowest (74.7 years [95% UI, 73.5 to 76.1]); a 6.6-year difference. Other states with high life expectancy were California (80.9 years...
[95% UI, 79.9 to 81.9]), Connecticut (80.8 years [95% UI, 79.7 to 81.8]), Minnesota (80.8 years [95% UI, 80.0 to 81.6]), New York (80.5 years [95% UI, 79.4 to 81.6]), Massachusetts (80.4 years [95% UI, 79.6 to 81.1]), Colorado (80.2 years [95% UI, 79.4 to 80.9]), New Jersey (80.2 years [95% UI, 79.3 to 80.9]), and Washington (80.2 years [95% UI, 79.5 to 80.8]). Other states with low life expectancy were West Virginia (75.3 years [95% UI, 74.4 to 76.0]), Alabama (75.4 years [95% UI, 74.1 to 76.7]), Louisiana (75.6 years [95% UI, 74.9 to 76.4]), Oklahoma (75.7 years [95% UI, 75.0 to 76.4]), Arkansas (75.8 years [95% UI, 74.9 to 76.8]), and Kentucky (75.8 years [95% UI, 74.9 to 76.6]). In 2016, Minnesota had the highest HALE at birth with 70.3 years, while West Virginia had the lowest at 63.8 years, a 6.5-year difference. Only 2 states, Minnesota and Hawaii, had HALE values greater than 70.0 years at birth in 2016. In terms of life expectancy in 2016, only 9 states had life expectancy values greater than 80.0 years.

Male life expectancy and HALE at birth for the United States overall, for all states, and for Washington, DC, are shown in Table 4. Minnesota had the highest life expectancy in 2016 (78.7 years [95% UI, 77.5 to 79.8]) and HALE (69.1 years [95% UI, 66.3 to 71.9]), followed by California (78.6 years [95% UI, 77.2 to 80.1]); and HALE, 68.6 years [95% UI, 65.5 to 71.6].

The United States, states, and for Washington, DC, are shown in Table 5. Hawaii had the highest life expectancy in 2016 (84.1 years [95% UI, 83.2 to 85.0]) and HALE (71.9 years [95% UI, 68.3 to 75.1]), followed by life expectancy for California (83.1 years [95% UI, 81.8 to 84.3]) and life expectancy for Connecticut (83.1 years [95% UI, 81.7 to 84.4]). The second highest HALE was for Minnesota (71.4 years [95% UI, 68.3 to 74.5]). Mississippi had the lowest life expectancy for females (77.7 years [95% UI, 76.1 to 79.6]), while West Virginia had the lowest HALE (65.5 years [95% UI, 61.9 to 68.5]).

Table 6 presents the age-standardized death rates, age-standardized YLL rates, and age-standardized YLD rates in 1990 and 2016 and their ranks by state. The 3 measurements varied widely between the states in 2016, ranging from 276.6 deaths per 100,000 in Mississippi to 468.6 deaths per 100,000 in Hawaii, from 17775.9 YLLs per 100,000 in Mississippi to 9901.8 YLLs per 100,000 in Minnesota, and from 13 090.6 YLDs per 100,000 in West Virginia to 10 582.8 YLDs per 100,000 in Minnesota. A notable improvement was observed in Washington, DC (decreases from 1402.7 deaths per 100,000 to 603.3 deaths per 100,000, from 29 536.9 YLLs per 100,000 to 13 635.9 YLLs per 100,000, and from 12 230.8 YLDs per 100,000 to 11 421.7 YLDs per 100,000) in California (decreases from 719.1 deaths per 100,000 to 491.7
deaths per 100,000, from 15,903.4 YLLS per 100,000 to 9,987.0 YLLS per 100,000, and from 11,170.5 YLDs per 100,000 to 10,990.4 YLDs per 100,000). Decreases in mortality and increases in morbidity were more apparent in Ohio (from 761.5 deaths per 100,000 to 644.1 deaths per 100,000, from 16,349.6 YLLS per 100,000 to 13,853.3 YLLS per 100,000, and from 12,009.0 YLDs per 100,000 to 12,334.7 YLDs per 100,000) and in Oklahoma (from 773.8 deaths per 100,000 to 725.3 deaths per 100,000, from 17,062.7 YLLS per 100,000 to 16,379.3 YLLS per 100,000, and from 12,036.5 YLDs per 100,000 to 12,549.7 YLDs per 100,000). The age-standardized death rates and age-standardized YLL rates declined in all states, but the level of decline for deaths ranged from 6.3% in Oklahoma to 42.1% in Washington, DC and the level of decline for YLLs ranged from 4.0% for Oklahoma to 53.8% for Washington, DC.

Decomposition of the Probability of Death by Age and State
The decomposition of change in the probability of death from birth to age 20 years, ages 20 to 55 years, and ages 55 to 90 years are shown in Figure 3, Figure 4, and Figure 5. For the United States and each state, these figures show the change in the probability of death from 1990 to 2016. In addition, these figures show changes in the probability of death over the interval due to changes in causes of death (GBD cause hierarchy level 2). The change in the probability of death from birth to age 20 years...
Table 3. Life Expectancy and Healthy Life Expectancy at Birth for the United States, the 50 States, and Washington, DC, 1990 and 2016, Both Sexes

<table>
<thead>
<tr>
<th>Location</th>
<th>Life Expectancy at Birth, y</th>
<th>Healthy Life Expectancy at Birth, y</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1990 Estimate (95% UI)</td>
<td>Rank</td>
</tr>
<tr>
<td>United States</td>
<td>75.5 (75.4-75.5)</td>
<td>31</td>
</tr>
<tr>
<td>Alabama</td>
<td>73.7 (73.3-74.2)</td>
<td>30</td>
</tr>
<tr>
<td>Alaska</td>
<td>75.0 (74.5-75.6)</td>
<td>31</td>
</tr>
<tr>
<td>Arizona</td>
<td>76.1 (75.7-76.6)</td>
<td>22</td>
</tr>
<tr>
<td>Arkansas</td>
<td>74.4 (74.0-74.8)</td>
<td>23</td>
</tr>
<tr>
<td>California</td>
<td>75.9 (75.5-76.4)</td>
<td>24</td>
</tr>
<tr>
<td>Colorado</td>
<td>77.1 (76.7-77.6)</td>
<td>7</td>
</tr>
<tr>
<td>Connecticut</td>
<td>77.0 (76.6-77.5)</td>
<td>7</td>
</tr>
<tr>
<td>Delaware</td>
<td>74.9 (74.5-75.3)</td>
<td>39</td>
</tr>
<tr>
<td>Florida</td>
<td>76.0 (75.6-76.4)</td>
<td>23</td>
</tr>
<tr>
<td>Georgia</td>
<td>73.8 (73.2-74.3)</td>
<td>46</td>
</tr>
<tr>
<td>Hawaii</td>
<td>78.5 (78.2-78.9)</td>
<td>1</td>
</tr>
<tr>
<td>Idaho</td>
<td>77.0 (76.6-77.5)</td>
<td>8</td>
</tr>
<tr>
<td>Illinois</td>
<td>75.0 (74.7-75.4)</td>
<td>35</td>
</tr>
<tr>
<td>Indiana</td>
<td>75.4 (75.0-75.9)</td>
<td>27</td>
</tr>
<tr>
<td>Iowa</td>
<td>77.3 (77.0-77.7)</td>
<td>5</td>
</tr>
<tr>
<td>Kansas</td>
<td>76.8 (76.4-77.3)</td>
<td>12</td>
</tr>
<tr>
<td>Kentucky</td>
<td>74.4 (74.1-74.8)</td>
<td>42</td>
</tr>
<tr>
<td>Louisiana</td>
<td>73.3 (73.0-73.7)</td>
<td>49</td>
</tr>
<tr>
<td>Maine</td>
<td>76.3 (75.9-76.7)</td>
<td>21</td>
</tr>
<tr>
<td>Maryland</td>
<td>74.8 (74.5-75.2)</td>
<td>38</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>76.7 (76.3-77.1)</td>
<td>15</td>
</tr>
<tr>
<td>Michigan</td>
<td>75.2 (74.9-75.5)</td>
<td>33</td>
</tr>
<tr>
<td>Minnesota</td>
<td>77.8 (77.4-78.2)</td>
<td>3</td>
</tr>
<tr>
<td>Mississippi</td>
<td>73.1 (72.6-73.6)</td>
<td>50</td>
</tr>
<tr>
<td>Missouri</td>
<td>75.3 (75.0-75.7)</td>
<td>31</td>
</tr>
<tr>
<td>Montana</td>
<td>76.4 (75.9-76.9)</td>
<td>18</td>
</tr>
<tr>
<td>Nebraska</td>
<td>76.9 (76.5-77.3)</td>
<td>10</td>
</tr>
<tr>
<td>Nevada</td>
<td>74.5 (74.1-74.9)</td>
<td>41</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>76.7 (76.4-77.1)</td>
<td>14</td>
</tr>
<tr>
<td>New Jersey</td>
<td>75.4 (75.1-75.8)</td>
<td>26</td>
</tr>
<tr>
<td>New Mexico</td>
<td>75.9 (75.4-76.4)</td>
<td>25</td>
</tr>
<tr>
<td>New York</td>
<td>74.7 (74.3-75.2)</td>
<td>39</td>
</tr>
<tr>
<td>North Carolina</td>
<td>74.7 (74.4-75.1)</td>
<td>40</td>
</tr>
<tr>
<td>North Dakota</td>
<td>77.7 (77.2-78.2)</td>
<td>4</td>
</tr>
<tr>
<td>Ohio</td>
<td>75.4 (75.0-75.7)</td>
<td>29</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>75.0 (74.7-75.4)</td>
<td>36</td>
</tr>
<tr>
<td>Oregon</td>
<td>76.3 (76.0-76.7)</td>
<td>19</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>75.4 (75.1-75.7)</td>
<td>28</td>
</tr>
<tr>
<td>Rhode Island</td>
<td>76.6 (76.1-77.0)</td>
<td>17</td>
</tr>
<tr>
<td>South Carolina</td>
<td>73.7 (73.2-74.2)</td>
<td>48</td>
</tr>
<tr>
<td>South Dakota</td>
<td>76.9 (76.4-77.4)</td>
<td>11</td>
</tr>
<tr>
<td>Tennessee</td>
<td>74.3 (74.0-74.7)</td>
<td>44</td>
</tr>
<tr>
<td>Texas</td>
<td>75.3 (74.8-75.6)</td>
<td>32</td>
</tr>
<tr>
<td>Utah</td>
<td>77.9 (77.6-78.3)</td>
<td>2</td>
</tr>
<tr>
<td>Vermont</td>
<td>76.6 (76.2-77.0)</td>
<td>16</td>
</tr>
<tr>
<td>Virginia</td>
<td>75.3 (75.0-75.7)</td>
<td>30</td>
</tr>
<tr>
<td>Washington</td>
<td>76.8 (76.5-77.2)</td>
<td>13</td>
</tr>
<tr>
<td>West Virginia</td>
<td>74.3 (74.0-74.7)</td>
<td>45</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>76.9 (76.6-77.3)</td>
<td>9</td>
</tr>
<tr>
<td>Wyoming</td>
<td>76.3 (75.8-76.8)</td>
<td>20</td>
</tr>
<tr>
<td>Washington, DC</td>
<td>68.4 (67.7-69.0)</td>
<td>51</td>
</tr>
</tbody>
</table>

Abbreviation: UI, uncertainty interval.
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Table 4. Life Expectancy and Healthy Life Expectancy at Birth for the United States, the 50 States, and Washington, DC, 1990 and 2016, Males
Life Expectancy at Birth, y
1990

Healthy Life Expectancy at Birth, y
2016

1990

2016

Location
United States

Estimate (95% UI)
71.9 (71.8-72.1)

Rank

Estimate (95% UI)
76.5 (76.2-76.7)

Rank

Estimate (95% UI)
63.0 (60.5-65.2)

Rank

Estimate (95% UI)
66.3 (63.5-68.8)

Rank

Alabama

69.7 (69.1-70.4)

48

72.6 (70.8-74.5)

50

61.1 (58.6-63.4)

47

63.0 (60.1-65.8)

48

Alaska

71.9 (71.0-72.6)

31

75.9 (74.2-77.7)

33

63.0 (60.5-65.4)

29

66.2 (63.3-69.2)

31

Arizona

72.7 (72.1-73.3)

22

77.1 (75.9-78.5)

20

63.2 (60.6-65.6)

23

66.5 (63.3-69.4)

27

Arkansas

70.6 (70.0-71.2)

44

73.3 (71.8-74.7)

45

62.0 (59.6-64.4)

41

64.1 (61.5-66.5)

44

California

72.6 (72.0-73.3)

23

78.6 (77.2-80.1)

2

63.9 (61.5-66.2)

20

68.6 (65.5-71.6)

2

Colorado

73.9 (73.4-74.5)

6

78.1 (77.0-79.1)

6

64.9 (62.3-67.3)

6

67.8 (65.0-70.6)

5

Connecticut

73.7 (73.1-74.4)

10

78.4 (76.7-79.9)

4

64.3 (61.6-66.7)

15

67.6 (64.5-70.6)

8

Delaware

71.7 (71.2-72.3)

33

76.2 (75.1-77.4)

29

62.6 (60.0-64.9)

35

65.8 (63.0-68.5)

33

Florida

72.3 (71.7-72.9)

25

77.0 (75.4-78.3)

22

63.1 (60.6-65.4)

27

66.4 (63.3-69.4)

28

Georgia

69.8 (69.1-70.6)

46

74.8 (73.1-76.3)

42

61.3 (58.8-63.5)

45

65.2 (62.2-68.0)

38

Hawaii

75.5 (75.0-76.1)

1

78.4 (77.4-79.4)

3

66.3 (63.7-68.8)

1

68.3 (65.3-71.1)

3

Idaho

74.0 (73.3-74.7)

5

77.2 (75.6-78.8)

16

64.6 (62.0-67.0)

12

67.0 (63.8-70.0)

19

Illinois

71.5 (70.9-72.0)

37

76.6 (75.5-77.6)

26

62.9 (60.5-65.1)

31

66.8 (64.0-69.4)

21

Indiana

72.0 (71.4-72.7)

28

74.8 (73.1-76.5)

41

63.1 (60.5-65.4)

28

64.8 (61.9-67.7)

40

Iowa

73.9 (73.3-74.5)

7

77.2 (76.0-78.3)

18

65.2 (62.7-67.5)

5

67.6 (64.8-70.1)

7

Kansas

73.5 (72.8-74.1)

13

76.1 (74.4-77.9)

31

64.7 (62.3-67.0)

10

66.5 (63.7-69.5)

25

Kentucky

70.8 (70.3-71.3)

42

73.2 (72.0-74.4)

47

61.3 (58.7-63.8)

44

62.8 (59.9-65.7)

50

Louisiana

69.4 (68.8-69.9)

49

72.9 (71.8-74.0)

48

60.7 (58.3-62.9)

50

63.3 (60.7-65.8)

47

Maine

72.9 (72.4-73.5)

21

76.5 (75.4-77.5)

27

64.0 (61.5-66.2)

18

66.5 (63.6-69.2)

26

Maryland

71.4 (70.9-71.9)

38

76.8 (75.8-77.7)

24

62.5 (60.1-64.8)

37

66.7 (63.9-69.4)

22

Massachusetts

73.3 (72.8-73.9)

14

77.9 (76.9-78.9)

9

63.9 (61.3-66.4)

21

67.4 (64.3-70.1)

12

Michigan

71.9 (71.4-72.3)

32

75.6 (74.7-76.7)

35

62.8 (60.3-65.1)

34

65.6 (62.8-68.4)

35

Minnesota

74.5 (74.0-75.0)

3

78.7 (77.5-79.8)

1

65.9 (63.5-68.1)

2

69.1 (66.3-71.9)

1

Mississippi

69.0 (68.3-69.7)

50

71.8 (70.1-73.8)

51

60.9 (58.6-63.0)

49

63.0 (60.3-65.6)

49

Missouri

71.6 (71.0-72.1)

34

74.9 (73.9-76.0)

40

62.9 (60.5-65.2)

30

65.1 (62.2-67.6)

39

Montana

73.2 (72.5-73.9)

18

76.8 (75.1-78.7)

23

64.1 (61.4-66.3)

17

66.6 (63.5-69.8)

23

Nebraska

73.6 (73.0-74.0)

12

77.2 (76.1-78.1)

19

64.9 (62.5-67.1)

7

67.5 (64.7-70.1)

9

Nevada

71.3 (70.7-71.8)

39

75.9 (74.6-77.1)

34

62.3 (59.8-64.6)

40

65.7 (62.9-68.4)

34

New Hampshire

73.6 (73.1-74.2)

11

77.7 (76.6-78.7)

11

64.2 (61.6-66.5)

16

67.1 (64.3-70.0)

17

New Jersey

72.2 (71.6-72.7)

26

77.8 (76.6-78.9)

10

63.1 (60.6-65.5)

24

67.3 (64.4-70.1)

14

New Mexico

72.4 (71.7-73.2)

24

75.0 (73.1-76.9)

39

63.1 (60.5-65.6)

25

64.7 (61.4-67.9)

42

New York

70.9 (70.3-71.6)

40

78.1 (76.6-79.7)

5

61.7 (59.2-64.1)

42

67.1 (64.0-70.1)

16

North Carolina

70.9 (70.4-71.3)

41

75.4 (74.4-76.4)

36

62.3 (59.9-64.5)

39

65.9 (63.2-68.4)

32

North Dakota

74.2 (73.6-74.9)

4

77.2 (75.7-78.8)

15

65.5 (63.0-67.7)

3

67.4 (64.3-70.2)

13

Ohio

72.1 (71.7-72.6)

27

75.1 (74.0-76.1)

37

62.9 (60.3-65.1)

33

64.8 (61.8-67.4)

41

Oklahoma

71.6 (71.0-72.1)

35

73.2 (72.1-74.4)

46

62.5 (60.0-64.8)

36

63.3 (60.5-66.1)

46

Oregon

73.2 (72.7-73.7)

17

77.4 (76.5-78.3)

13

63.9 (61.3-66.3)

19

67.2 (64.5-69.9)

15

Pennsylvania

71.9 (71.5-72.4)

29

76.0 (74.9-77.0)

32

62.4 (59.8-64.8)

38

65.3 (62.5-68.0)

37

Rhode Island

73.1 (72.5-73.7)

19

77.2 (75.6-78.5)

17

63.6 (61.0-66.1)

22

66.6 (63.7-69.6)

24

South Carolina

69.8 (69.0-70.5)

47

74.2 (72.5-75.9)

43

61.0 (58.5-63.3)

48

64.3 (61.4-67.1)

43

South Dakota

73.2 (72.6-73.9)

16

76.7 (75.1-78.2)

25

64.7 (62.2-66.9)

11

67.1 (64.2-70.0)

18

Tennessee

70.5 (70.0-71.0)

45

73.5 (72.5-74.7)

44

61.6 (59.2-63.9)

43

63.8 (61.0-66.4)

45

Texas

71.5 (70.9-72.1)

36

76.1 (75.0-77.3)

30

62.9 (60.4-65.2)

32

66.2 (63.5-69.0)

30

Utah

75.0 (74.5-75.5)

2

77.9 (77.0-78.9)

8

65.5 (62.8-67.9)

4

67.5 (64.7-70.2)

10

Vermont

73.3 (72.8-73.9)

15

77.6 (76.4-78.7)

12

64.3 (61.7-66.6)

14

67.7 (64.8-70.3)

6

Virginia

71.9 (71.4-72.3)

30

77.0 (76.0-78.0)

21

63.1 (60.6-65.4)

26

67.0 (64.1-69.6)

20

Washington

73.8 (73.3-74.3)

8

78.1 (77.1-79.1)

7

64.8 (62.2-67.0)

9

68.1 (65.1-70.8)

4

West Virginia

70.6 (70.1-71.2)

43

72.7 (71.5-73.9)

49

61.2 (58.6-63.5)

46

62.2 (59.4-65.0)

51

Wisconsin

73.7 (73.2-74.2)

9

77.3 (76.2-78.2)

14

64.8 (62.3-67.1)

8

67.4 (64.6-70.1)

11

Wyoming

73.1 (72.4-73.8)

20

76.2 (74.6-77.8)

28

64.3 (61.7-66.7)

13

66.3 (63.2-69.3)

29

Washington, DC

62.3 (61.4-63.3)

51

75.1 (73.4-76.6)

38

54.5 (52.3-56.8)

51

65.5 (62.6-68.3)

36

Abbreviation: UI, uncertainty interval.
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<table>
<thead>
<tr>
<th>Location</th>
<th>Life Expectancy at Birth, y</th>
<th>Healthy Life Expectancy at Birth, y</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1990</td>
<td>2016</td>
</tr>
<tr>
<td></td>
<td>Estimate (95% UI) Rank</td>
<td>Estimate (95% UI) Rank</td>
</tr>
<tr>
<td>United States</td>
<td>78.9 (78.7-79.0) 81.2 (81.0-81.5) 49</td>
<td>67.5 (64.2-70.4) 69.0 (65.5-72.1) 31</td>
</tr>
<tr>
<td>Alabama</td>
<td>77.6 (77.0-78.3) 46</td>
<td>66.2 (63.0-69.1) 46</td>
</tr>
<tr>
<td>Alaska</td>
<td>78.8 (78.0-79.5) 28</td>
<td>67.4 (64.2-70.3) 31</td>
</tr>
<tr>
<td>Arizona</td>
<td>79.7 (79.1-80.2) 19</td>
<td>67.7 (64.4-70.8) 25</td>
</tr>
<tr>
<td>Arkansas</td>
<td>78.2 (77.6-78.8) 39</td>
<td>66.9 (63.8-69.8) 34</td>
</tr>
<tr>
<td>California</td>
<td>79.2 (78.7-79.9) 25</td>
<td>68.2 (65.1-71.0) 16</td>
</tr>
<tr>
<td>Colorado</td>
<td>80.0 (79.6-80.5) 11</td>
<td>68.4 (65.1-71.5) 11</td>
</tr>
<tr>
<td>Connecticut</td>
<td>80.1 (79.5-80.7) 9</td>
<td>68.4 (65.2-71.4) 12</td>
</tr>
<tr>
<td>Delaware</td>
<td>77.9 (77.4-78.4) 45</td>
<td>66.4 (63.2-69.4) 44</td>
</tr>
<tr>
<td>Florida</td>
<td>79.7 (79.2-80.2) 16</td>
<td>67.9 (64.6-71.0) 22</td>
</tr>
<tr>
<td>Georgia</td>
<td>77.5 (77.0-78.2) 47</td>
<td>66.4 (63.2-69.3) 45</td>
</tr>
<tr>
<td>Hawaii</td>
<td>81.8 (81.3-82.3) 1</td>
<td>70.2 (67.0-73.1) 1</td>
</tr>
<tr>
<td>Idaho</td>
<td>80.1 (79.5-80.8) 8</td>
<td>68.3 (65.0-71.4) 13</td>
</tr>
<tr>
<td>Illinois</td>
<td>78.4 (77.9-78.8) 36</td>
<td>67.5 (64.1-70.3) 28</td>
</tr>
<tr>
<td>Indiana</td>
<td>78.7 (78.1-79.3) 31</td>
<td>67.1 (63.8-70.1) 33</td>
</tr>
<tr>
<td>Iowa</td>
<td>80.6 (80.1-81.1) 6</td>
<td>69.5 (66.4-72.4) 5</td>
</tr>
<tr>
<td>Kansas</td>
<td>80.1 (79.5-80.7) 10</td>
<td>68.7 (65.5-71.7) 7</td>
</tr>
<tr>
<td>Kentucky</td>
<td>78.1 (77.5-78.6) 42</td>
<td>66.1 (62.9-69.1) 48</td>
</tr>
<tr>
<td>Louisiana</td>
<td>77.1 (76.7-77.7) 50</td>
<td>65.7 (62.5-68.7) 50</td>
</tr>
<tr>
<td>Maine</td>
<td>79.5 (79.0-80.0) 22</td>
<td>68.2 (65.0-71.1) 15</td>
</tr>
<tr>
<td>Maryland</td>
<td>81.7 (77.7-78.6) 40</td>
<td>66.7 (63.5-69.7) 38</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>78.9 (79.2-80.2) 15</td>
<td>68.0 (64.8-71.0) 19</td>
</tr>
<tr>
<td>Michigan</td>
<td>78.4 (78.0-78.8) 34</td>
<td>66.9 (63.7-69.9) 35</td>
</tr>
<tr>
<td>Minnesota</td>
<td>80.9 (80.5-81.4) 3</td>
<td>69.9 (66.7-72.7) 2</td>
</tr>
<tr>
<td>Mississippi</td>
<td>77.2 (76.7-77.6) 49</td>
<td>66.5 (63.5-69.2) 43</td>
</tr>
<tr>
<td>Missouri</td>
<td>79.0 (78.5-79.4) 27</td>
<td>67.6 (64.3-70.5) 26</td>
</tr>
<tr>
<td>Montana</td>
<td>79.7 (79.0-80.4) 17</td>
<td>68.1 (64.9-71.1) 18</td>
</tr>
<tr>
<td>Nebraska</td>
<td>80.1 (79.6-80.6) 7</td>
<td>68.9 (65.7-71.9) 6</td>
</tr>
<tr>
<td>Nevada</td>
<td>78.0 (77.5-78.5) 43</td>
<td>66.6 (63.4-69.5) 41</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>79.7 (79.2-80.1) 18</td>
<td>68.0 (64.7-71.0) 20</td>
</tr>
<tr>
<td>New Jersey</td>
<td>78.5 (78.1-79.0) 32</td>
<td>67.4 (64.2-70.3) 30</td>
</tr>
<tr>
<td>New Mexico</td>
<td>79.4 (78.8-80.1) 24</td>
<td>67.5 (64.2-70.6) 27</td>
</tr>
<tr>
<td>New York</td>
<td>78.3 (77.8-78.9) 38</td>
<td>67.6 (63.9-69.8) 39</td>
</tr>
<tr>
<td>North Carolina</td>
<td>78.4 (77.9-80.7) 35</td>
<td>67.4 (64.3-70.2) 29</td>
</tr>
<tr>
<td>North Dakota</td>
<td>81.3 (80.6-82.0) 2</td>
<td>69.8 (66.5-72.2) 3</td>
</tr>
<tr>
<td>Ohio</td>
<td>78.5 (78.1-79.0) 33</td>
<td>66.8 (63.5-69.9) 37</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>78.3 (77.9-78.8) 37</td>
<td>66.6 (63.3-69.6) 42</td>
</tr>
<tr>
<td>Oregon</td>
<td>79.4 (79.0-79.7) 23</td>
<td>68.0 (64.8-70.9) 21</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>78.7 (78.3-79.1) 29</td>
<td>66.9 (63.6-70.0) 36</td>
</tr>
<tr>
<td>Rhode Island</td>
<td>79.7 (79.1-80.3) 20</td>
<td>67.8 (64.5-70.8) 23</td>
</tr>
<tr>
<td>South Carolina</td>
<td>77.4 (76.8-78.1) 48</td>
<td>66.1 (62.9-69.0) 49</td>
</tr>
<tr>
<td>South Dakota</td>
<td>80.6 (80.0-81.2) 5</td>
<td>69.5 (66.3-72.4) 4</td>
</tr>
<tr>
<td>Tennessee</td>
<td>78.1 (77.7-78.6) 41</td>
<td>66.7 (63.6-69.6) 40</td>
</tr>
<tr>
<td>Texas</td>
<td>79.0 (78.5-79.5) 26</td>
<td>67.7 (64.5-70.6) 24</td>
</tr>
<tr>
<td>Utah</td>
<td>80.8 (80.3-81.2) 4</td>
<td>68.7 (65.2-71.7) 8</td>
</tr>
<tr>
<td>Vermont</td>
<td>79.8 (79.3-80.3) 13</td>
<td>68.5 (65.3-71.4) 10</td>
</tr>
<tr>
<td>Virginia</td>
<td>78.7 (78.3-79.2) 30</td>
<td>67.2 (64.0-70.2) 32</td>
</tr>
<tr>
<td>Washington</td>
<td>79.8 (79.3-80.3) 14</td>
<td>68.3 (65.0-71.2) 14</td>
</tr>
<tr>
<td>West Virginia</td>
<td>78.0 (77.5-78.5) 44</td>
<td>66.2 (62.9-69.1) 47</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>80.0 (79.6-80.5) 12</td>
<td>68.6 (64.5-71.5) 9</td>
</tr>
<tr>
<td>Wyoming</td>
<td>79.6 (78.8-80.3) 21</td>
<td>68.1 (64.8-71.1) 17</td>
</tr>
<tr>
<td>Washington, DC</td>
<td>74.6 (73.9-75.3) 51</td>
<td>63.9 (60.8-66.6) 51</td>
</tr>
</tbody>
</table>

Abbreviation: UI, uncertainty interval.
<table>
<thead>
<tr>
<th>Location</th>
<th>Age-Standardized Death Rate, per 100 000</th>
<th>Age-Standardized YLL Rate, per 100 000</th>
<th>Age-Standardized YLD Rate, per 100 000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rate (95% UI)</td>
<td>Rank</td>
<td>Rate (95% UI)</td>
</tr>
<tr>
<td>United States</td>
<td>745.2 (740.6-749.8)</td>
<td>5</td>
<td>578.0 (569.4-587.1)</td>
</tr>
<tr>
<td>Alabama</td>
<td>831.2 (801.9-859.4)</td>
<td>4</td>
<td>740.2 (667.5-814.5)</td>
</tr>
<tr>
<td>Arizona</td>
<td>694.2 (664.2-724.7)</td>
<td>3</td>
<td>539.3 (499.7-584.7)</td>
</tr>
<tr>
<td>California</td>
<td>793.3 (765.7-821.9)</td>
<td>11</td>
<td>710.6 (667.7-754.0)</td>
</tr>
<tr>
<td>Connecticut</td>
<td>669.2 (643.4-696.9)</td>
<td>3</td>
<td>499.7 (448.2-554.3)</td>
</tr>
<tr>
<td>Florida</td>
<td>694.0 (672.2-715.4)</td>
<td>11</td>
<td>539.3 (499.7-584.7)</td>
</tr>
<tr>
<td>Georgia</td>
<td>829.2 (800.1-857.2)</td>
<td>3</td>
<td>767.6 (695.6-838.6)</td>
</tr>
<tr>
<td>Hawaii</td>
<td>586.2 (538.3-635.1)</td>
<td>11</td>
<td>504.8 (453.8-563.5)</td>
</tr>
<tr>
<td>Illinois</td>
<td>694.2 (641.4-664.0)</td>
<td>5</td>
<td>502.3 (441.6-566.0)</td>
</tr>
<tr>
<td>Indiana</td>
<td>687.4 (647.8-727.9)</td>
<td>17</td>
<td>542.6 (494.2-606.0)</td>
</tr>
<tr>
<td>Iowa</td>
<td>793.9 (765.7-821.9)</td>
<td>11</td>
<td>710.6 (667.7-754.0)</td>
</tr>
<tr>
<td>Kansas</td>
<td>687.4 (642.4-732.6)</td>
<td>33</td>
<td>589.1 (537.4-641.9)</td>
</tr>
<tr>
<td>Kentucky</td>
<td>658.3 (621.8-695.5)</td>
<td>3</td>
<td>552.3 (503.5-605.1)</td>
</tr>
<tr>
<td>Louisiana</td>
<td>714.4 (674.7-757.2)</td>
<td>5</td>
<td>596.6 (541.2-653.1)</td>
</tr>
<tr>
<td>Maine</td>
<td>593.2 (560.5-626.7)</td>
<td>22</td>
<td>552.3 (503.5-605.1)</td>
</tr>
<tr>
<td>Maryland</td>
<td>768.1 (736.2-799.1)</td>
<td>13</td>
<td>753.2 (701.7-804.7)</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>617.4 (584.2-650.8)</td>
<td>28</td>
<td>552.3 (503.5-605.1)</td>
</tr>
<tr>
<td>Michigan</td>
<td>584.7 (551.0-619.7)</td>
<td>25</td>
<td>502.3 (441.6-566.0)</td>
</tr>
<tr>
<td>Minnesota</td>
<td>672.3 (636.4-709.0)</td>
<td>24</td>
<td>552.3 (503.5-605.1)</td>
</tr>
<tr>
<td>Mississippi</td>
<td>578.1 (547.3-609.7)</td>
<td>17</td>
<td>552.3 (503.5-605.1)</td>
</tr>
<tr>
<td>Missouri</td>
<td>694.2 (655.0-735.5)</td>
<td>26</td>
<td>589.1 (537.4-641.9)</td>
</tr>
<tr>
<td>Montana</td>
<td>791.6 (751.7-832.6)</td>
<td>14</td>
<td>753.2 (701.7-804.7)</td>
</tr>
<tr>
<td>Nebraska</td>
<td>617.4 (584.2-650.8)</td>
<td>28</td>
<td>552.3 (503.5-605.1)</td>
</tr>
<tr>
<td>Nevada</td>
<td>612.2 (579.0-646.9)</td>
<td>26</td>
<td>623.8 (583.0-665.5)</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>701.0 (677.8-727.6)</td>
<td>16</td>
<td>631.3 (591.6-655.6)</td>
</tr>
<tr>
<td>New Jersey</td>
<td>771.0 (737.3-777.1)</td>
<td>16</td>
<td>623.8 (583.0-665.5)</td>
</tr>
<tr>
<td>New York</td>
<td>771.0 (756.7-777.1)</td>
<td>16</td>
<td>623.8 (583.0-665.5)</td>
</tr>
<tr>
<td>North Carolina</td>
<td>637.1 (610.1-664.4)</td>
<td>14</td>
<td>552.8 (510.7-597.5)</td>
</tr>
<tr>
<td>Ohio</td>
<td>771.0 (756.7-777.1)</td>
<td>16</td>
<td>623.8 (583.0-665.5)</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>771.3 (752.1-772.9)</td>
<td>15</td>
<td>631.3 (591.6-655.6)</td>
</tr>
<tr>
<td>Oregon</td>
<td>708.1 (690.5-727.4)</td>
<td>29</td>
<td>552.8 (510.7-597.5)</td>
</tr>
</tbody>
</table>
Table 6. Age-Standardized Rates of Death, Years of Life Lost Due to Premature Mortality, and Years Lived With Disability for the United States, the 50 States, and Washington, DC, 1990 and 2016, Both Sexes (continued)

<table>
<thead>
<tr>
<th>Location</th>
<th>1990 Rate (95% UI)</th>
<th>Rank</th>
<th>2016 Rate (95% UI)</th>
<th>Rank</th>
<th>Rate (95% UI)</th>
<th>Rank</th>
<th>Rate (95% UI)</th>
<th>Rank</th>
<th>Rate (95% UI)</th>
<th>Rank</th>
<th>Rate (95% UI)</th>
<th>Rank</th>
<th>Rate (95% UI)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pennsylvania</td>
<td>759.6 (739.9-778.7)</td>
<td>22</td>
<td>595.0 (561.4-629.4)</td>
<td>22</td>
<td>16362.8 (15935.8-16789.4)</td>
<td>25</td>
<td>12619.0 (11865.9-13353.8)</td>
<td>22</td>
<td>12223.0 (9041.3-15663.8)</td>
<td>4</td>
<td>12506.3 (9378.1-15987.4)</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rhode Island</td>
<td>701.0 (675.1-726.0)</td>
<td>34</td>
<td>548.5 (500.7-595.7)</td>
<td>37</td>
<td>14693.5 (14149.1-15205.3)</td>
<td>36</td>
<td>11190.8 (10192.0-12168.6)</td>
<td>40</td>
<td>12149.4 (9011.5-15641.7)</td>
<td>7</td>
<td>12124.4 (9041.0-15420.3)</td>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South Carolina</td>
<td>829.3 (799.7-859.1)</td>
<td>5</td>
<td>676.8 (625.2-739.6)</td>
<td>9</td>
<td>19288.7 (18569.1-19989.3)</td>
<td>34</td>
<td>14846.7 (13657.2-16269.0)</td>
<td>9</td>
<td>12101.1 (9235.8-15458.1)</td>
<td>11</td>
<td>12083.5 (8978.0-15357.6)</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South Dakota</td>
<td>663.2 (636.1-688.3)</td>
<td>46</td>
<td>555.4 (510.2-602.8)</td>
<td>33</td>
<td>14868.0 (14028.8-15379.4)</td>
<td>24</td>
<td>13423.2 (11400.0-15594.4)</td>
<td>24</td>
<td>10786.0 (8017.8-13942.2)</td>
<td>50</td>
<td>11106.1 (8289.1-14138.2)</td>
<td>46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tennessee</td>
<td>807.9 (786.6-830.0)</td>
<td>9</td>
<td>709.4 (664.7-747.1)</td>
<td>8</td>
<td>18039.2 (17574.9-18517.2)</td>
<td>8</td>
<td>15635.0 (14629.3-16495.9)</td>
<td>8</td>
<td>11910.5 (8870.9-15244.3)</td>
<td>15</td>
<td>12064.7 (8975.6-15855.9)</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Texas</td>
<td>753.5 (733.7-773.6)</td>
<td>25</td>
<td>594.1 (561.4-629.4)</td>
<td>22</td>
<td>16787.5 (16257.2-17342.1)</td>
<td>22</td>
<td>12553.3 (11703.8-13359.6)</td>
<td>24</td>
<td>11385.2 (8500.0-14726.4)</td>
<td>38</td>
<td>11633.7 (8651.6-14997.3)</td>
<td>32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Utah</td>
<td>632.8 (615.4-651.7)</td>
<td>50</td>
<td>551.5 (522.5-587.6)</td>
<td>34</td>
<td>13049.2 (12687.1-13482.1)</td>
<td>50</td>
<td>11192.0 (10486.4-11895.6)</td>
<td>39</td>
<td>11783.7 (8714.8-15138.7)</td>
<td>21</td>
<td>11909.5 (8867.1-15402.9)</td>
<td>19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vermont</td>
<td>704.8 (681.7-724.8)</td>
<td>32</td>
<td>539.2 (505.5-577.5)</td>
<td>39</td>
<td>14457.3 (13950.0-15057.9)</td>
<td>30</td>
<td>10792.5 (9001.8-11626.4)</td>
<td>42</td>
<td>11430.4 (8503.5-14647.6)</td>
<td>34</td>
<td>11324.3 (8344.9-14511.1)</td>
<td>45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Virginia</td>
<td>760.3 (742.7-780.7)</td>
<td>21</td>
<td>572.2 (538.3-607.0)</td>
<td>26</td>
<td>16447.1 (16036.4-16919.3)</td>
<td>21</td>
<td>11683.4 (10979.4-12542.2)</td>
<td>23</td>
<td>11589.6 (8609.5-15050.0)</td>
<td>28</td>
<td>11657.5 (8674.1-15008.9)</td>
<td>27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Washington</td>
<td>682.2 (662.4-702.4)</td>
<td>40</td>
<td>526.9 (497.1-559.2)</td>
<td>36</td>
<td>14501.1 (14069.7-14941.5)</td>
<td>38</td>
<td>10587.5 (9942.6-11291.9)</td>
<td>45</td>
<td>11140.4 (8489.0-14725.3)</td>
<td>34</td>
<td>11419.6 (8471.8-14708.2)</td>
<td>37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>West Virginia</td>
<td>820.0 (795.0-844.6)</td>
<td>7</td>
<td>750.6 (709.1-799.7)</td>
<td>2</td>
<td>17846.8 (17332.2-18340.7)</td>
<td>8</td>
<td>16969.9 (15849.4-18167.4)</td>
<td>8</td>
<td>12540.2 (9410.5-16014.5)</td>
<td>2</td>
<td>12309.6 (9181.0-16861.8)</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wisconsin</td>
<td>683.0 (663.7-703.9)</td>
<td>35</td>
<td>554.9 (525.5-588.3)</td>
<td>25</td>
<td>14247.1 (13842.1-14679.3)</td>
<td>45</td>
<td>11389.6 (10740.6-12101.9)</td>
<td>36</td>
<td>11261.1 (8332.0-14507.8)</td>
<td>32</td>
<td>11310.4 (8374.7-14641.7)</td>
<td>39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wyoming</td>
<td>709.4 (677.6-734.0)</td>
<td>30</td>
<td>589.8 (539.2-645.8)</td>
<td>23</td>
<td>15278.9 (14678.7-15918.9)</td>
<td>31</td>
<td>13089.2 (11911.6-14412.0)</td>
<td>19</td>
<td>12128.4 (8384.2-14546.1)</td>
<td>40</td>
<td>11740.6 (8719.4-15186.0)</td>
<td>23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Washington, DC</td>
<td>1042.7 (1022.8-1079.5)</td>
<td>5</td>
<td>603.0 (543.9-660.8)</td>
<td>19</td>
<td>29536.9 (28403.2-30634.1)</td>
<td>1</td>
<td>13613.9 (12369.7-15208.7)</td>
<td>15</td>
<td>12230.8 (9121.5-15751.3)</td>
<td>3</td>
<td>11421.1 (8482.8-14709.1)</td>
<td>37</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: UI, uncertainty interval; YLD, years lived with disability; YLL, years of life lost due to premature mortality.
Figure 3. Change in the Probability of Death Between Birth and Age 20 Years, 1990-2016, Reported Showing Major Causes of Death for the United States Overall and the 50 States
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States are listed in descending order according to probability of death in 2016. Data for Washington, DC, were not included in this analysis.
Figure 4. Change in the Probability of Death Between Ages 20 and 55 Years, 1990-2016, Reported Showing Major Causes of Death for the United States Overall and the 50 States

<table>
<thead>
<tr>
<th>States</th>
<th>Sum of increases in probability of death, 1990-2016</th>
<th>Sum of decreases in probability of death, 1990-2016</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>-1.7</td>
<td>+0.7</td>
</tr>
<tr>
<td>West Virginia</td>
<td>-1.0</td>
<td>+1.3</td>
</tr>
<tr>
<td>Mississippi</td>
<td>-1.0</td>
<td>+1.3</td>
</tr>
<tr>
<td>Alabama</td>
<td>-1.1</td>
<td>+1.3</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>-1.2</td>
<td>+1.3</td>
</tr>
<tr>
<td>Kentucky</td>
<td>-1.4</td>
<td>+1.5</td>
</tr>
<tr>
<td>Arkansas</td>
<td>-1.4</td>
<td>+1.5</td>
</tr>
<tr>
<td>New Mexico</td>
<td>-1.4</td>
<td>+1.5</td>
</tr>
<tr>
<td>Louisiana</td>
<td>-1.4</td>
<td>+1.5</td>
</tr>
<tr>
<td>Tennessee</td>
<td>-1.4</td>
<td>+1.5</td>
</tr>
<tr>
<td>South Carolina</td>
<td>-1.4</td>
<td>+1.5</td>
</tr>
<tr>
<td>Alaska</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Missouri</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Wyoming</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Indiana</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Ohio</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Georgia</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Michigan</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Delaware</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Montana</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>North Carolina</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Nevada</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>South Dakota</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Arizona</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Florida</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Kansas</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Texas</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>North Dakota</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Maine</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Idaho</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Maryland</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Utah</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Oregon</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Rhode Island</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Illinois</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Nebraska</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Virginia</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Iowa</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Colorado</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Hawaii</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Vermont</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Washington</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>New Jersey</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Connecticut</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>New York</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>California</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>Minnesota</td>
<td>-1.6</td>
<td>+1.2</td>
</tr>
</tbody>
</table>

States are listed in descending order according to probability of death in 2016. Data for Washington, DC, were not included in this analysis.
Figure 5. Change in the Probability of Death Between Ages 55 and 90 Years, 1990-2016, Reported Showing Major Causes of Death for the United States Overall and the 50 States

States are listed in descending order according to probability of death in 2016. Data for Washington, DC, were not included in this analysis.
all causes higher than that of the US mean except for Alzheimer diseases and other dementias that was significantly higher than the mean, while Georgia had only 1 cause, drug use disorder, that was significantly above the US mean.
Observed to Expected YLLs Overall, by State, and for Washington, DC
The ratio of observed YLLs to those expected, based on the SDI for the 10 leading causes of YLLs for the United States overall, each individual state, and Washington, DC, are shown in Figure 7. For example, in Alabama, the stroke ratio was 1, indicating that the observed rates are similar to what would be expected given the state's SDI, whereas diabetes is observed at 2.85 times more than expected. For the United States overall, the ratios of observed YLLs to those expected were 0.75 for IHD, 1.11 for lung cancer, 1.88 for chronic obstructive pulmonary disease, 0.61 for stroke, 1.19 for road injury, 1.14 for Alzheimer disease, 0.98 for self-harm, 7.17 for drugs, 0.84 for colorectal cancer, and 1.27 for lower respiratory tract infection. In general, most states performed better on IHD and stroke but worse for chronic obstructive pulmonary disease and drug use disorders. Colorado had the best performance for IHD at 0.58 observed to expected ratio of YLLs, while West Virginia had the highest observed to expected ratio of YLLs for drug use disorders at 14.38. Other notable findings are the high rates in Washington, DC for interpersonal violence, drug use disorders, HIV/AIDS, and chronic kidney disease, given that Washington, DC has the highest SDI rank in the US and in the world.

Observed to Expected YLDs by State and for Washington, DC
The ratio of the YLDs observed to those expected based on SDI for the 10 leading causes of YLDs for the United States overall, the 50 states, and Washington, DC are shown in Figure 8. Minnesota had lower observed YLDs from low back and neck pain (0.63 ratio) and migraine (0.79), but higher YLD rates from drug use disorders (2.32). Most states had lower than expected YLDs from low back and neck pain but higher rates for drug use disorders and other musculoskeletal disorders. A notable finding is the higher than expected rates of YLDs from depression, anxiety, and skin diseases, and lower than expected rates from falls in most states.

Observed to Expected DALYs by State and for Washington, DC
The ratio of DALYs observed to those expected based on SDI for the 10 leading causes of DALYs for the United States overall, the 50 states, and Washington, DC are shown in Figure 9. All states had lower than expected DALYs from IHD except for Alabama, Arkansas, Kentucky, Mississippi, Oklahoma, Tennessee, and West Virginia. The highest observed rates of DALYs compared with expected from drug use disorders were in West Virginia at 7.77 and in Kentucky at 7.31. Other notable findings are the higher than expected rates of drug use disorders and interpersonal violence in Washington, DC, and the lower than expected rates of lung cancer in California.

Changes in Age-Standardized Summary Exposure Values
The age-standardized percent changes in summary exposure values for the top 10 risk factors from 1990 to 2016 are shown in Table 7. High fasting plasma glucose increased by 76% and high body mass index by 53.2%, while smoking declined by 42.8% during the same time period in the United States. There were clear patterns in these variations by states. High fasting plasma glucose increased in all states; the increase ranged from 127.2% in Mississippi to 1.7% in Pennsylvania. Drug use increased in all states except Arkansas, Maryland, and Oregon. Other notable findings include reductions in high systolic blood pressure, high total cholesterol levels, and diet low in whole grains in all states.

Leading Risk Factors for DALYs by State and for Washington, DC
The rank of risk factors by state in 2016 are shown in Figure 10. Tobacco smoking was the leading risk factor for DALYs in the United States and in 33 states. Alcohol and drug use were the leading risk for DALYs for 7 states and Washington, DC, while high BMI was the leading cause for 10 states (California, Connecticut, Hawaii, Illinois, Maryland, New Jersey, New York, North Dakota, Texas, and Virginia). Another notable finding is that diet was the third leading cause of DALYs in the United States overall but the second in 20 states.

Discussion
This study provides a comprehensive report on the burden of disease and its patterns in the United States and the individual 50 states from 1990 to 2016 and reveals wide disparities in burden of disease at the state level. Moreover, these findings show distinct trends in different age bands and demonstrate that improvement in some health outcomes, such as IHD, lung cancer, and neural preterm complications, are balanced by rising death rates from drug use disorders, chronic obstructive pulmonary disease, self-harm, chronic kidney disease, cirrhosis, and hypertensive heart disease. Summary measures, such as life expectancy, that do not differentiate the trends in different age groups mask the heterogeneous directions for US health status by age and state. Above and beyond the drivers of divergent trends, the study reveals that there has been far greater progress in reducing the burden of some major causes of YLLs, such as IHD and lung cancer, but no progress in addressing some of the leading causes of YLDs such as mental health disorders and musculoskeletal disorders. These findings should be used to examine the causes of health variations and to plan, develop, and implement programs and policies to improve health overall and eliminate disparities in the United States.

Mortality reversals in 21 states for adults ages 20 to 55 years are strongly linked to the burden of substance use disorders, cirrhosis, and self-harm, and this study shows that the trends for some of these conditions differ considerably across different states. Case and Deaton have called some of these conditions “deaths of despair” and argued that they are linked to the social and economic status of white US adults.3 A wide range of interventions have been proposed to address substance abuse, cirrhosis, and self-harm. For substance abuse,28,47-49 prevention programs should account for the root causes of substance use, the socioeconomic factors involved, and causes of relapses during treatment.50,51 Physicians have a major role to play in addiction control by counseling their patients who are on medication for pain control.52-54 For cirrhosis, intervention strategies to treat hepatitis C and decrease excessive alcohol consumption are important. For self-harm, the most promising approaches relate to decreasing the case-fatality rate from suicide attempts by restricting access to lethal means; in the United States, a large share of suicides are due to firearms.55,56 While multiple strategies are available for dealing with these problems, they have not until very
## Figure 7. Ratio of Observed Years of Life Lost (YLLs) to Expected YLLs Based on the Sodiodemographic Index (SDI) for the United States Overall, the 50 States, and the District of Columbia in 2016 for the 10 Leading Causes in Each Jurisdiction

<table>
<thead>
<tr>
<th>United States</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Ratio of observed to expected YLLs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alabama</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.87-1.06)</td>
</tr>
<tr>
<td>Alaska</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.18)</td>
</tr>
<tr>
<td>Arizona</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.11-1.26)</td>
</tr>
<tr>
<td>Arkansas</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.12)</td>
</tr>
<tr>
<td>California</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.08-1.15)</td>
</tr>
<tr>
<td>Colorado</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.09-1.28)</td>
</tr>
<tr>
<td>Connecticut</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.08-1.28)</td>
</tr>
<tr>
<td>Delaware</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.09-1.25)</td>
</tr>
<tr>
<td>District of Columbia</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.07-1.25)</td>
</tr>
<tr>
<td>Florida</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.14-1.25)</td>
</tr>
<tr>
<td>Georgia</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.96-1.09)</td>
</tr>
<tr>
<td>Hawaii</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.17-1.26)</td>
</tr>
<tr>
<td>Idaho</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.95-1.09)</td>
</tr>
<tr>
<td>Illinois</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>Indiana</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.17-1.27)</td>
</tr>
<tr>
<td>Iowa</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.94-1.09)</td>
</tr>
<tr>
<td>Kansas</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.15-1.27)</td>
</tr>
<tr>
<td>Kentucky</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>Louisiana</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.12-1.24)</td>
</tr>
<tr>
<td>Maine</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.14-1.27)</td>
</tr>
<tr>
<td>Maryland</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.14-1.24)</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>Michigan</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.15-1.27)</td>
</tr>
<tr>
<td>Minnesota</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>Mississippi</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.14-1.27)</td>
</tr>
<tr>
<td>Missouri</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.14-1.27)</td>
</tr>
<tr>
<td>Montana</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.15-1.27)</td>
</tr>
<tr>
<td>Nebraska</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.15-1.27)</td>
</tr>
<tr>
<td>Nevada</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.14-1.24)</td>
</tr>
<tr>
<td>New Jersey</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>New Mexico</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.14-1.24)</td>
</tr>
<tr>
<td>New York</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>North Carolina</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>North Dakota</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.14-1.27)</td>
</tr>
<tr>
<td>Ohio</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>Oregon</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.14-1.24)</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.15-1.27)</td>
</tr>
<tr>
<td>Rhode Island</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.14-1.24)</td>
</tr>
<tr>
<td>South Carolina</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>South Dakota</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>Tennessee</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.15-1.27)</td>
</tr>
<tr>
<td>Texas</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(1.14-1.27)</td>
</tr>
<tr>
<td>Utah</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>Vermont</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>Virginia</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>Washington</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>West Virginia</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
<tr>
<td>Wyoming</td>
<td>1</td>
<td>LD</td>
<td>LCR</td>
<td>COPD</td>
<td>Road injury</td>
<td>Alzheimer</td>
<td>Self-harm</td>
<td>Diabetes</td>
<td>Stroke</td>
<td>CRD</td>
<td>(0.97-1.09)</td>
</tr>
</tbody>
</table>

Ratio details: Alabama’s, stroke ratio (eg, 10 observed and expected rates were similar); diabetes (2.85 × expected); See Appendix Table 2 in Supplement 2 for explanation of terms.
<table>
<thead>
<tr>
<th>State</th>
<th>Cause</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>Back and neck</td>
<td>0.86</td>
<td>1.19</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Skin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Diabetes</td>
<td>0.12</td>
<td>0.19</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sense organ</td>
<td>0.85</td>
<td>0.49</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Drugs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other MSK</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Migraine</td>
<td>0.37</td>
<td>0.37</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Anxiety</td>
<td>0.97</td>
<td>0.97</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Diabetes</td>
<td>0.85</td>
<td>0.85</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other MSK</td>
<td>0.37</td>
<td>0.37</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Migraine</td>
<td>0.37</td>
<td>0.37</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Anxiety</td>
<td>0.97</td>
<td>0.97</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total YLDs</td>
<td>0.99</td>
<td>1.19</td>
<td>1.12</td>
<td>0.49</td>
<td>1.82</td>
<td>0.37</td>
<td>0.97</td>
<td>0.85</td>
<td>0.37</td>
<td>1.00</td>
</tr>
</tbody>
</table>

See Figure 7 caption for details. See Appendix Table 2 in Supplement 2 for explanation of terms.
Figure 9. Ratio of Observed Disability-Adjusted Life-Years (DALYs) to Expected DALYs Based on the Sociodemographic Index (SDI) for the United States, the 50 States, and the District of Columbia in 2016 for the 10 Leading Causes in Each Jurisdiction

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Ratio of observed to expected DALYs</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.50-0.66)</td>
</tr>
<tr>
<td>Alabama</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.74)</td>
</tr>
<tr>
<td>Alaska</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.53)</td>
</tr>
<tr>
<td>Arizona</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.59)</td>
</tr>
<tr>
<td>Arkansas</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.59)</td>
</tr>
<tr>
<td>California</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Colorado</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Connecticut</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Delaware</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>District of Columbia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Florida</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Georgia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Hawaii</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Idaho</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Illinois</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Indiana</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Iowa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Kansas</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Kentucky</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Louisiana</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Maine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Maryland</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Massachusetts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Michigan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Minnesota</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Mississippi</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Missouri</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Montana</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Nebraska</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Nevada</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>New Hampshire</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>New Jersey</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>New Mexico</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>New York</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>North Carolina</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>North Dakota</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Ohio</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Oklahoma</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Oregon</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Rhode Island</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>South Carolina</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>South Dakota</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Tennessee</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Texas</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Utah</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Vermont</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Virginia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Washington</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Wisconsin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
<tr>
<td>Wyoming</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
</tr>
</tbody>
</table>

See Figure 7 caption for details. See Appendix Table 2 in Supplement 2 for explanation of terms.
<table>
<thead>
<tr>
<th>State</th>
<th>% Change (95% Uncertainty Interval)</th>
<th>High BMI</th>
<th>Smoking</th>
<th>High Fasting Plasma Glucose</th>
<th>High Systolic BP</th>
<th>Drug Use</th>
<th>Alcohol Use</th>
<th>High Total Cholesterol</th>
<th>Diet Low in Whole Grains</th>
<th>Impaired Kidney Function</th>
<th>Diet Low in Fruits</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>53.2 (41.5 to 67.2) (-47.1 to -37.2)</td>
<td>66.0</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alaska</td>
<td>32.2 (19.0 to 43.1) (-41.2 to -29.9)</td>
<td>36.4</td>
<td>-12.0 (7.8 to 101.6) 39.2</td>
<td>-17.7 (21.5 to 14.4)</td>
<td>-7.6 (14.4 to 0.5)</td>
<td>0.7 (5.4 to 2.7)</td>
<td>-17.0 (-3.7 to 3.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arizona</td>
<td>60.6 (40.6 to 98.9) (-54.0 to -81.8)</td>
<td>61.7</td>
<td>-13.9 (5.3 to 298.9) 9.1</td>
<td>-15.9 (14.0 to 0.6)</td>
<td>-8.3 (14.5 to 0.6)</td>
<td>2.9 (1.8 to 8.2)</td>
<td>2.6 (-0.8 to 8.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alaska</td>
<td>32.2 (19.0 to 43.1) (-41.2 to -29.9)</td>
<td>36.4</td>
<td>-12.0 (7.8 to 101.6) 39.2</td>
<td>-17.7 (21.5 to 14.4)</td>
<td>-7.6 (14.4 to 0.5)</td>
<td>0.7 (5.4 to 2.7)</td>
<td>-17.0 (-3.7 to 3.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Florida</td>
<td>31.6 (25.3 to 37.1) (-42.8 to -29.9)</td>
<td>83.6</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Georgia</td>
<td>57.5 (38.9 to 13.5) (-54.0 to -31.4)</td>
<td>105.0</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hawaii</td>
<td>47.5 (30.3 to 63.5) (-54.0 to -31.4)</td>
<td>64.8</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Idaho</td>
<td>61.9 (39.9 to 92.0) (-54.0 to -31.4)</td>
<td>71.5</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indiana</td>
<td>55.4 (37.6 to 77.3) (-54.0 to -31.4)</td>
<td>116.7</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iowa</td>
<td>57.2 (37.4 to 82.4) (-54.0 to -31.4)</td>
<td>100.2</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kansas</td>
<td>51.1 (34.1 to 73.9) (-54.0 to -31.4)</td>
<td>81.4</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kentucky</td>
<td>57.0 (38.0 to 79.2) (-54.0 to -31.4)</td>
<td>115.3</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Louisiana</td>
<td>52.0 (38.6 to 71.8) (-54.0 to -31.4)</td>
<td>207.7</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maine</td>
<td>47.9 (32.1 to 68.4) (-54.0 to -31.4)</td>
<td>81.2</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maryland</td>
<td>48.1 (32.7 to 66.2) (-54.0 to -31.4)</td>
<td>247.8</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Massachusetts</td>
<td>52.0 (34.0 to 75.4) (-54.0 to -31.4)</td>
<td>45.3</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Michigan</td>
<td>41.9 (28.3 to 60.0) (-54.0 to -31.4)</td>
<td>14.8</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minnesota</td>
<td>52.9 (37.3 to 74.8) (-54.0 to -31.4)</td>
<td>80.8</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mississippi</td>
<td>54.3 (31.7 to 77.0) (-54.0 to -31.4)</td>
<td>227.2</td>
<td>-13.1 (13.9 to 12.6) 6.0</td>
<td>-7.2 (19.4 to 15.4)</td>
<td>-8.0 (12.5 to 0.8)</td>
<td>-0.5 (0.6 to 2.1)</td>
<td>-11.1 (-14.5 to -8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>State</th>
<th>% Change (95% Uncertainty Interval)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Montana</td>
<td>53.6 (36.9 to 77.2)</td>
</tr>
<tr>
<td>Nebraska</td>
<td>57.1 (39.5 to 85.0)</td>
</tr>
<tr>
<td>Nevada</td>
<td>36.7 (21.5 to 54.2)</td>
</tr>
<tr>
<td>New Jersey</td>
<td>57.7 (34.0 to 77.5)</td>
</tr>
<tr>
<td>New Mexico</td>
<td>61.8 (45.6 to 79.7)</td>
</tr>
<tr>
<td>New York</td>
<td>51.3 (34.6 to 72.4)</td>
</tr>
<tr>
<td>North</td>
<td>54.1 (38.2 to 73.7)</td>
</tr>
<tr>
<td>North Dakota</td>
<td>60.8 (41.8 to 87.7)</td>
</tr>
<tr>
<td>North Carolina</td>
<td>54.7 (38.2 to 73.7)</td>
</tr>
<tr>
<td>Ohio</td>
<td>49.6 (34.6 to 70.6)</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>69.5 (47.7 to 99.6)</td>
</tr>
<tr>
<td>Oregon</td>
<td>48.1 (34.0 to 70.6)</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>46.4 (28.9 to 66.0)</td>
</tr>
<tr>
<td>Rhode Island</td>
<td>58.2 (40.4 to 78.5)</td>
</tr>
<tr>
<td>South</td>
<td>59.7 (41.9 to 83.9)</td>
</tr>
<tr>
<td>South Dakota</td>
<td>58.0 (38.7 to 78.1)</td>
</tr>
<tr>
<td>Tennessee</td>
<td>64.3 (46.8 to 88.2)</td>
</tr>
<tr>
<td>Texas</td>
<td>62.5 (42.9 to 86.9)</td>
</tr>
<tr>
<td>Utah</td>
<td>59.4 (40.6 to 84.1)</td>
</tr>
<tr>
<td>Vermont</td>
<td>47.8 (32.2 to 63.6)</td>
</tr>
<tr>
<td>Washington</td>
<td>56.9 (39.5 to 79.7)</td>
</tr>
<tr>
<td>West Virginia</td>
<td>53.7 (73.4 to 75.4)</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>52.3 (53.6 to 77.4)</td>
</tr>
<tr>
<td>Wyoming</td>
<td>52.3 (36.7 to 72.6)</td>
</tr>
<tr>
<td>Washington, DC</td>
<td>46.3 (31.2 to 65.0)</td>
</tr>
</tbody>
</table>

**Research Original Investigation**

Figure 10. Ranking of Risk Factors in 2016 for the United States Overall, the 50 States, and the District of Columbia According to the Number of Disability-Adjusted Life-Years Related to Each Risk Factor

This study shows that high BMI, smoking, and high fasting plasma glucose are the 3 most important risk factors in the United States, and that although smoking is decreasing, BMI recently garnered attention. The increases in these causes of death have been underway for 20 years, but the US health policy community has been slow to recognize this rising set of problems.
and fasting plasma glucose levels are steadily increasing. These 2 risk factors pose unique challenges in the United States given that unabated, they have the potential to change the health trajectory for individuals in many states. Levels of overweight and obesity increased during the study period. US residents need to do more to maintain their weight or reduce it, when needed, as well as access systems to support these intentions. Although physical activity increased during the study period, the levels of increase were not enough to control weight gain. Physical inactivity is a risk factor for many diseases, but increasing activity is not enough on its own to reduce weight or prevent weight gain. Obesity is associated with increased diabetes, cardiovascular diseases, some neoplasms, and poor health-related quality of life. This study calls for renewed efforts to control weight gain at the community level.

Several studies have reported on the effect of taxes on sugary drinks or subsidies to encourage consumption of healthy foods, although only a small fraction of obesity can be linked to sugar-sweetened beverages. A comprehensive plan is needed to address obesity because it adversely affects health and drives use of health care resources. Rising BMI is driving up fasting plasma glucose levels and diabetes, and diabetes increased as a cause of burden in almost all states during the study period. Diabetes is a costly disease that consumes approximately 4.82% of the US health care budget. A recent study estimated that the cost of diabetes care increased by 6.1% from 1996 to 2013. Diabetes is associated with many conditions and disabilities. This rise in burden and its cost is noteworthy given the projected increase in diabetes as obesity increases in the United States.

This study shows that there were reductions in the death rates from cardiovascular diseases for all age groups. This progress has been, in part, influenced by reductions in systolic blood pressure and cholesterol, but the role of increased access to effective treatment has also been considerable. In fact, age-standardized CVD death rates have decreased in the United States by 32.8% over the last 20 years. The important role of treatment in reducing death rates highlights the ongoing importance of ensuring financial and physical access to care and the importance of quality of care. As declines in the rate of CVD may be slowing down, adverse trends due to the diseases of despair and adverse risk trends may mean that historical progress in improved life expectancy may not continue in the future.

The strategies for dealing with the remaining inequalities and new threats are 3-fold: (1) address some of the key modifiable risks, including diet; tobacco, alcohol, and drug use; insufficient physical activity; and obesity; (2) improve access to and, more importantly, quality of care in key areas, such as chronic kidney disease and ongoing care for substance use disorders; and (3) address the social determinants of health. We have previously shown an association between socioeconomic and race/ethnicity factors and a 60% county-level variation in life expectancy, behavioral and metabolic risk factors and a 74% variation, and health care factors and a 27% variation. Combined, these factors are associated with 74% of overall variation. We also reported that most of the association between socioeconomic and race/ethnicity factors and life expectancy was mediated through behavioral and metabolic risk factors. Research has shown that some environmental factors have an effect on risk factors such as obesity and low physical activity. Low socioeconomic settings often have an imbalance of few grocery stores and numerous fast food options, and access to safe outdoor places spaces for recreation is limited.

To date, the strategies for addressing the social determinants of health in the United States have been elusive. Lack of progress and rising social inequalities should not engender complacency. Therefore, addressing risk factors may prove to be an important opportunity to reduce disparities and deal with some of the challenges for improving US health. Opportunities to decrease the burden of disease through reducing tobacco, alcohol, drug use, blood pressure, and cholesterol; increasing physical activity; and improving diet emphasize that the United States should invest more in prevention that targets these risks. To increase the likelihood of prevention to succeed, it has to be a priority for all stakeholders—physicians, nurses, hospital systems, policy makers, health insurance companies, patients and their families, and advocacy groups.

This study showed a wide range of challenges encountered by different states and by some counties within states. Given the diversity of risks, communities, and workplaces there is no simple menu of effective programs for risk reduction. Indeed, local experimentation to determine what works in a given community is likely to be necessary. There is a need to change strategies of funding and evaluation of innovative interventions and policies, and independent evaluation of whether these efforts work or not should be documented. To succeed, these innovative programs should forge a connection between health care provision and progress for individuals and communities in health outcomes. The notion of accountability should be broadened beyond providing high-quality care to encompass achieving risk reduction in partnership with patients and communities.

The interpersonal violence burden in the United States has to be properly addressed, although declines have been observed: the age-standardized death rate decreased 32.43% from 1990 to 2016 in the United States. However, self-harm by firearm accounted for 6.39 deaths per 100 000 persons in the United States in 2016, and physical violence by firearm accounted for 3.98 deaths per 100 000 persons. There is evidence that gun control achieved through background checks reduces homicide and suicide. Previous studies reported success in reducing the burden of gun deaths through policy changes in Brazil and other countries. Indeed, enforcing gun control policies has proven effective in reducing mortality in a variety of contexts. There is a need for comprehensive studies of the epidemiology of gun violence in the United States to inform the ongoing gun control debate.

Age-standardized death rates due to alcohol increased by 17.50% from 1990 to 2016 in the United States, and alcohol use disorders accounted for 2.89 deaths per 100 000 persons in 2016. Previous studies have shown that alcohol consumption and binge drinking have increased in the United States, especially among females. Alcohol is a major risk factor for burden in the United States and is associated with adverse outcomes including sexually transmitted diseases, violence, and accidents. Traffic injuries have received a considerable amount of attention, but the true burden of alcohol is much bigger and goes beyond driving...
while intoxicated. Programs to educate US residents about the true harms of excessive drinking are needed.

Many of the risk factors that contribute to the disparities in burden are amenable to medical treatment within the context of supportive behavioral and lifestyle changes. For example, many cardiovascular risk factors, such as high blood pressure and high cholesterol, can now be treated more effectively with early detection and proper follow-up. Safe, effective, and affordable antihypertensive medications are now widely available, often as generic preparations, especially at discount pharmacies, and in many cases, without the need for health insurance for medications. The Affordable Care Act (ACA) allows for the expansion of insurance coverage, which ultimately increases access to care. Indeed, the ACA expansion of Medicaid coverage in participating states to all nonelderly adults with incomes below 133% of the federal poverty level provides an opportunity for early detection and follow-up of some of the main health risk factors. However, many US residents do not have health insurance, even after the ACA was introduced, and hence have little access to medical diagnosis and treatment. Therefore, expanding health coverage for certain conditions and medications should be considered and adopted to reduce burden.

This study showed that the United States overall and many individual states have made progress in reducing mortality but have had limited success in reducing disability. For instance, the burden of drug use disorders in total DALYs increased in the United States during the study period by 61.4% and accounted for about 3.81 million DALYs in 2016, depressive disorders increased 17.32% and accounted for 2.72 million DALYs, and anxiety disorders increased by 16.7% and accounted for approximately 1.76 million DALYs in 2016. These findings point to an urgent need to address mental health and drug use disorders in the United States. There is a need for improved access to quality mental health care and screening to improve outcomes, as well as programs to prevent mental disorders and promote mental health.

As the US population ages, the burden of musculoskeletal disorders will increase. More US residents have neck and back pain, and the incidence of falls is increasing. Musculoskeletal disorders are associated with a high medical cost. Preventive measures to reduce the burden of these risk factors in all stages of life are urgently needed. Programs for avoiding harm and injuries at work among both younger and older ages are needed. The programs should include prevention of falls in the older population through examining the risk factors that lead to falls among adults. Screening tools and interventions to address this burden should be implemented.

The results of GBD 2016 have shown that occupational risks and air pollution were the 9th and 10th leading causes for DALYs. Although the findings show reductions in attributable burden from 1990 to 2016, occupational risks still account for 948.75 DALYs per 100,000 persons, and air pollution accounts for 584.97 DALYs per 100,000 persons—large numbers in the United States. Indeed, renewed efforts to reduce the burden of environmental and occupational risks are needed to ensure continued progress in reducing their effect on health in the United States.

Several studies have shown that poor diet is a major challenge in the United States, and little improvement has occurred over the past decades. US residents are not consuming a healthy diet; they tend to consume more calories than needed, and composition is not ideal. Some recent studies have shown modest improvement in certain aspects of US diet, especially decreases in consumption of sugary drinks. The United States needs a comprehensive program to improve dietary intake at national and local levels. This program should offer financial incentives and disincentives for more vs less healthful food products by agriculture producers, food manufacturers, and retailers, as well as for choices by consumers. This effort should also implement comprehensive wellness programs in schools, workplaces, and government offices, and inform the public of the importance of a healthful diet.

Limitations

Given the scope of this analysis, this study has several important limitations. The overall limitations of the GBD methods, as noted in other publications, apply to the US analysis. First, the accuracy of the estimates depends on the availability of data by time period and state. Second, it is challenging to separate measurement error from variation in disease occurrence. GBD corrects for known bias from nonreference methods or case definitions, but often has to rely on sparse data at the state level to make those adjustments. Third, GBD applies garbage code redistribution for 13% of causes of deaths in the United States; this ranged from 8.4% in South Dakota to 21.3% in Alabama. Therefore, the causes of death may not match those in other publications but are more robust because they control for the between-states variation in the prevalence of garbage codes. Fourth, GBD methods adjust for hospital admissions using a large nonrepresentative source of medical claims data. The generalizability of claims data, the use of primary diagnosis only or all diagnostic fields, and the trends of claims data have been questioned. Also, there may be considerable interstate variation in how diseases are treated between inpatient and outpatient settings. GBD methods adjust for such potential biases by using a covariate on claims and hospital admissions data to correct for systematic error. Fifth, GBD includes risk-outcome pairs that meet the World Cancer Research Fund criteria of causality. However, some risk-outcome pairs might not meet criteria that develop as evidence from new studies is published. Sixth, there is limited information on dietary intake at the state level. The Behavioral Risk Factors Surveillance System has 6 dietary questions attempting to capture fruit and vegetable consumption. Therefore, GBD 2016 used commercial sales data to adjust estimates of dietary intake. Seventh, some of the data used in the analyses have a lower quality and consistency across states and age groups. GBD 2016 reports 95% UIs to show the effect of this limitation on the estimates. Eighth, the study reports disparities between states but does not examine the within-state variations of burden, which could be substantial, especially in large states. Ninth, claims data were only available through 2012 at the time of these analyses. Additionally, this study does not report the burden of the social determinants of health; it focuses only on behavioral, environmental, and metabolic risks.
Conclusions

There are wide differences in the burden of disease at the state level. Specific diseases and risk factors, such as drug use disorders, high BMI, poor diet, high fasting plasma glucose level, and alcohol use disorders are increasing and warrant increased attention. These data can be used to inform national health priorities for research, clinical care, and policy.
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A Spotlight on World Obesity Rates

This week in the United States, people will celebrate the Thanksgiving Day holiday with family traditions that usually include a very large meal. In anticipation of waist-band stretching feasts, we decided to see how the United States fares against other populations in terms of obesity. The U.S. comes in near the top, having the 6th highest obesity rate. The World Factbook (library/publications/resources/the-world-factbook/index.html) data also show that there are clear regional trends, even though obesity rates vary around the world.

Of the 10 countries or territories with the highest obesity rates, 5 are in Oceania. Another 4 are in the Middle East. Rates on this chart reflect the percent of a country’s adult population that has Body Mass Index (BMI) greater than or equal to 30.0, which is considered obese.

<table>
<thead>
<tr>
<th>Country</th>
<th>Obesity Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. American Samoa (US territory)</td>
<td>74.60</td>
</tr>
<tr>
<td>2. Tokelau</td>
<td>63.40</td>
</tr>
<tr>
<td>3. Tonga</td>
<td>56.00</td>
</tr>
<tr>
<td>4. Kiribati</td>
<td>50.60</td>
</tr>
<tr>
<td>5. Saudi Arabia</td>
<td>35.60</td>
</tr>
<tr>
<td>6. United States</td>
<td>33.90</td>
</tr>
<tr>
<td>7. United Arab Emirates</td>
<td>33.70</td>
</tr>
<tr>
<td>8. Egypt</td>
<td>30.30</td>
</tr>
</tbody>
</table>
Of the 10 countries with the lowest obesity rates, 8 are in Asia, and the remaining 2 are in Africa.

<table>
<thead>
<tr>
<th>Country</th>
<th>Obesity Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vietnam</td>
<td>0.50</td>
</tr>
<tr>
<td>Laos</td>
<td>1.20</td>
</tr>
<tr>
<td>Madagascar</td>
<td>2.10</td>
</tr>
<tr>
<td>Indonesia</td>
<td>2.40</td>
</tr>
<tr>
<td>China</td>
<td>2.90</td>
</tr>
<tr>
<td>Japan</td>
<td>3.10</td>
</tr>
<tr>
<td>Korea, South</td>
<td>3.20</td>
</tr>
<tr>
<td>Eritrea</td>
<td>3.30</td>
</tr>
<tr>
<td>Philippines</td>
<td>4.30</td>
</tr>
<tr>
<td>Singapore</td>
<td>6.90</td>
</tr>
</tbody>
</table>

Explore The World Factbook “People” section to see more country comparisons of social and health data.
FDA clears IND application for natural killer cell-based COVID-19 therapy

The FDA cleared an investigational new drug application for CYNK-001 for the treatment of adults with COVID-19 infection, according to the agent’s manufacturer.

CYNK-001 (Celularity) is an investigational, cryopreserved, allogeneic natural killer cell therapy derived from placental hematopoietic stem cells.

"This investigational new drug application represents a significant step toward a potential treatment of patients infected with COVID-19 virus, which is spreading globally at unanticipated rates," Robert Hariri, MD, PhD, founder, chairman and CEO of Celularity, said in a company-issued statement.

"With our initial clinical study, we will gain an understanding of the impact CYNK-001 can have on patients recently diagnosed with COVID-19," Hariri added. "We are hopeful to contribute to flattening the COVID-19 curve, expanding on the promising early results we've seen in our clinical studies in devastating cancers to patients with coronavirus."

This FDA clearance will allow Celularity to begin a phase 1/phase 2 clinical trial of its natural killer cell therapy in up to 86 patients with COVID-19. The investigational treatment is believed to be the first immunotherapy to receive this clearance by the FDA for treatment of COVID-19, according to the statement.

"Studies have established that there is robust activation of [natural killer] cells during viral infection regardless of the virus class," Xiaokui Zhang, PhD, chief scientific officer of Celularity, said in the statement.

Zhang said CYNK-001 has demonstrated “a range of biological activities” that would allow its cellular therapy to potentially recognize and kill infected cells.

“These functions suggest that CYNK-001 could provide a benefit to patients with COVID-19 in terms of limiting SARS-CoV-2 replication and disease progression by eliminating the infected cells,” he added.

The FDA approved an IND for CYNK-001 in January for the treatment of glioblastoma multiforme, a type of brain cancer, as previously reported by Healio.
Innate immunity in COVID-19 patients mediated by NKG2A receptors, and potential treatment using Monalizumab, Cholorquine, and antiviral agents
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Abstract

Following the outbreak of a novel coronavirus (SARS-CoV-2), studies suggest that the resultant disease (COVID-19) is more severe in individuals with a weakened immune system. Cytotoxic T-cells (CTLs) and Natural Killer (NK) cells are required to generate an effective immune response against viruses, functional exhaustion of which enables disease progression. Patients with severe COVID-19 present significantly lower lymphocyte, and higher neutrophil, counts in blood. Specifically, CD8⁺ lymphocytes and NK cells were significantly reduced in cases of severe infection compared to patients with mild infection and healthy individuals. The NK group 2 member A (NKG2A) receptor transduces inhibitory signalling, suppressing NK cytokine secretion and cytotoxicity. Overexpression of NKG2A has been observed on CD8⁺ and NK cells of COVID-19 infected patients compared to healthy controls, while NKG2A overexpression also functionally exhausts CD8⁺ cells and NK cells, resulting in a severely compromised innate immune response. Blocking NKG2A on CD8⁺ cells and NK cells in cancers modulated tumor growth, restoring CD8⁺ T and NK cell function. A recently proposed mechanism via which SARS-CoV-2 overrides innate immune response of the host is by overexpressing NKG2A on CD⁺ T and NK cells, culminating in functional exhaustion of the immune response against the viral pathogen. Monalizumab is an inhibiting antibody against NKG2A which can restore the function of CD8⁺ T and NK cells in cancers, successfully ceasing tumor progression with no significant side effects in Phase 2 clinical trials. We hypothesize that patients with severe COVID-19 have a severely compromised innate immune response and could be treated via the use of Monalizumab, interferon α, chloroquine, and other antiviral agents.

Keywords: COVID-19; Innate immunity; Monalizumab; NKG2A; SARS.
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Immune response to a 30-minute walk

David C Nieman, Dru A Henson, Melanie D Austin, Victor A Brown

Abstract

Purpose: To measure several components of immune changes related to walking 30 min with or without an exercise assist device compared with sitting.

Methods: Fifteen healthy and nonobese female subjects (37.5 +/- 3.1 yr of age) accustomed to regular walking were recruited and tested for aerobic power (VO2max) 34.4 +/- 1.4 mL.kg(-1).min(-1)). During three randomly assigned 30-min test sessions, subjects functioned as their own controls and either sat in the laboratory, walked at approximately 60% VO2max, or walked at the same treadmill speed using the BODY BAT Aerobic Exerciser. This exercise assist device resembles a pair of baseball bats seamlessly joined together and is held with both hands and swung to shoulder height across the body in a natural side to side pendulum motion. Saliva and blood samples were collected pre- and postexercise, and 1 h postexercise, with the data statistically analyzed using a 3 x 3 repeated measures ANOVA.

Results: Walking with the exercise assist device increased oxygen consumption 11 +/- 2% and heart rate 8 +/- 2 beats.min(-1). The pattern of increase in blood counts for neutrophils, lymphocytes, monocytes, and natural killer cells, plasma interleukin-6 concentration, and PHA-induced lymphocyte proliferation differed significantly when comparing walking with sitting, but no differences were found between walking with or without the exercise assist device. No significant increases over time or interaction effects were measured for plasma cortisol concentration, salivary IgA output, or plasma interleukin-1 receptor antagonist concentration.

Conclusions: The use of an exercise assist device increased oxygen consumption 11% during walking, but did not alter the pattern of change in several components of immunity measured during walking alone in comparison to sitting. Walking caused modest and short-lived changes in immune parameters, most notably for neutrophil and natural killer blood cell counts.
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Sleep-deprivation reduces NK cell number and function mediated by β-adrenergic signalling
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Abstract
Reduction of sleep time triggers a stress response, leading to augmented levels of glucocorticoids and adrenaline. These hormones regulate components of the innate immune system such as natural killer (NK) and NKT cells. In the present study, we sought to investigate whether and how stress hormones could alter the population and function of NK and NKT cells of mice submitted to different lengths of paradoxical sleep deprivation (PSD, from 24 to 72 h). Results showed that 72h of PSD decreased not only NK and NKT cell counts, but also their cytotoxic activity against B16F10 melanoma cells in vitro. Propranolol treatment during PSD reversed these effects, indicating a major inhibitory role of beta-adrenergic receptors (β-AR) on NK cells function. Moreover, both corticosterone plasma levels and expression of beta 2-adrenergic receptors (β2-AR) in NK cells increased by 48 h of PSD. In vitro incubation of NK cells with dexamethasone augmented the level of β2-AR in the cell surface, suggesting that glucocorticoids could induce β2-AR expression. In summary, we propose that reduction of NK and NKT cell number and cytotoxic activity appears to be mediated by glucocorticoids-induced increased expression of β2-AR in these cells.

Keywords: Cytotoxicity; Murine melanoma; NK cells; Sleep deprivation; Stress; β(2)-Adrenergic receptor.
Abstract

A study was carried out among members of a kibbutz to determine to what extent their capacity to cope with stressors affected natural killer (NK) cells and how this capacity was regulated by personal, family and social resources. The NK activity and NK cell markers were analysed among 92 kibbutz residents. A number of psychosocial parameters (including family function, social support, and demoralization) were assessed in parallel. A significant correlation was found between the capacity of individuals to cope with daily life stress and their cytotoxic NK activity. Individuals who were diagnosed as having anxiety neurosis had a significantly weaker NK activity and their population of Leu-11 positive cells was significantly lower than among those without such symptoms. No significant association could be determined between either NK cell activity or proportion of Leu-11 positive lymphocytes and any of the psychosocial parameters tested. Thus, while coping with stress has a significant effect on the NK system, further studies are required to elucidate the psychosocial mechanisms involved.
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Severe sleep loss jolts the immune system into action, reflecting the same type of immediate response shown during exposure to stress, a new study reports. Researchers compared the white blood cell counts of 15 healthy young men under normal and severely sleep-deprived conditions. The greatest changes were seen in the white blood cells known as granulocytes, which showed a loss of day-night rhythmicity, along with increased numbers, particularly at night.

"Future research will reveal the molecular mechanisms behind this immediate stress response and elucidate its role in the development of diseases associated with chronic sleep loss," said Katrin Ackermann, PhD, the study's lead author. "If confirmed with more data, this will have implications for clinical practice and for professions associated with long-term sleep loss, such as rotating shift work."

Previous studies have associated sleep restriction and sleep deprivation with the development of diseases like obesity, diabetes and hypertension. Others have shown that sleep helps sustain the functioning of the immune system, and that chronic sleep loss is a risk factor for immune system impairment.

For this study, white blood cells were categorized and measured from 15 young men following a strict schedule of eight hours of sleep every day for a week. The participants were exposed to at least 15 minutes of outdoor light within the first 90 minutes of waking and prohibited from using caffeine, alcohol or medication during the final three days. All of this was designed to stabilize their circadian clocks and minimize sleep deprivation before the intensive laboratory study.

White blood cell counts in a normal sleep/wake cycle were compared to the numbers produced during the second part of the experiment, in which blood samples were collected during 29 hours of continual wakefulness.

"The granulocytes reacted immediately to the physical stress of sleep loss and directly mirrored the body's stress response," said Ackermann, a postdoctoral researcher at the Eramus MC University Medical Center Rotterdam in the Netherlands.
The study, "Diurnal Rhythms in Blood Cell Populations and the Effect of Acute Sleep Deprivation in Healthy Young Men," was a collaborative effort between the Department of Forensic Molecular Biology at Erasmus MC University Medical Center Rotterdam and Chronobiology, Faculty of Health and Medical Sciences at the University of Surrey, United Kingdom. The laboratory study was conducted at the University of Surrey Clinical Research Centre.
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Losing a Night of Sleep May Increase Blood Levels of Alzheimer's Biomarker
Jan. 8, 2020 — A preliminary study has found that when young, healthy men were deprived of just one night of sleep, they had higher levels of tau -- a biomarker for Alzheimer's disease -- in their blood than when ...

Sleepless Nights Linked to High Blood Pressure
June 4, 2019 — A bad night's sleep may result in a spike in blood pressure that night and the following day, according to new research led by the University of Arizona. The study, to be published in Psychosomatic ...

Can't Sleep? Fruit Flies and Energy Drinks Offer New Clues
Nov. 8, 2018 — Like humans, fruit flies are active during the day, sleep at night and have similar sleep characteristics. A study has discovered a new gene and uncovered a mechanism that modulates sleep by ...

Sleep Duration Varies by Alcohol Drinking Patterns, Race, and Sex
June 13, 2016 — Compared to their white counterparts within each alcohol drinking pattern (never, moderate, excessive) investigated, black men and women were significantly more likely to get less than six hours of ...