Quality

The fiftieth anniversary of RCA is an appropriate time to reflect on those factors which have contributed to its success. Significant among these have been the courage to pioneer and innovate in the development of new products and new services for the nation's defense, for industry, and for the consumer. RCA's pioneering and innovating spirit, so evident throughout its operations, is particularly exemplified in its approach to quality. Quality, of course, embraces all product assurance attributes such as reliability, producibility, maintainability, value, product control, and ultimate service to the user.

Throughout our history, RCA has been in the forefront in developing and applying new quality approaches. Typical of these are the development of reliability and maintainability prediction and assessment techniques, which became the standard for the Defense Department and industry. In addition, it was RCA that initiated the first application of reliability demonstration testing under AGREE (Advisory Group on Reliability of Electronic Equipment).

The pioneering spirit is still present. Traditional techniques are being honed to improve their effectiveness. New techniques, some of which are described in this issue, are in a continual state of development. The quality cost program is worthy of special mention. This program provides management visibility of the costs involved in producing a high quality product. It includes the costs incurred in engineering and manufacturing, as well as in the quality operations. Visibility not only highlights problems requiring attention, but permits the planning necessary to shift resources from fire-fighting to fire-prevention. The net effect is to produce a higher quality product at lower cost per hour and per year of service to the user.

CO-AMP, an acronym for Cost Optimization-Analysis of Maintenance Policy, is an RCA-developed computer technique for determining the most cost effective maintenance practices for the military services. This valuable tool has potential applications in the industrial and consumer markets as well. Techniques for the prediction and assessment of safety in complex systems are currently under development.

RCA maintains a highly professional staff of product assurance personnel. Their objective is to assure customer satisfaction with RCA products and services and thereby contribute to the Corporation's future business potential. Equally important is their direct contribution to current profits by controlling defects and their associated costs. In the last analysis, however, the responsibility for achieving quality rests with each manager, supervisor, and engineer. Your personal understanding and dedication to the modern concepts of quality assurance are vital to our success.

The product assurance articles contained in this issue of the RCA Engineer should provide insight among engineers, designers, and managers into their roles—as well as those of the specialists—in our continuing program to keep the name RCA synonymous with quality throughout the world.
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- To disseminate to RCA engineers technical information of professional value
- To publish in an appropriate manner important technical developments at RCA, and the role of the engineer
- To serve as a medium of interchange of technical information between various groups at RCA
- To create a community of engineering interest within the company by stressing the interrelated nature of all technical contributions
- To help publicize engineering achievements in a manner that will promote the interests and reputation of RCA in the engineering field
- To provide a convenient means by which the RCA engineer may review his professional work before associates and engineering management
- To announce outstanding and unusual achievements of RCA engineers in a manner most likely to enhance their prestige and professional status.
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In engineering, Q is a familiar symbol representing performance factor of a circuit, a component, or a mechanical system. To improve Q, a designer gives painstaking attention to several interrelated characteristics. In an analogous and more encompassing way, Q can connote product quality, and it is from this aspect that this issue examines the myriad of factors contributing to a high-Q product.

Basically, a high-Q (high quality) product satisfies the customer’s expectations regarding performance. But what are these expectations—and how are they best satisfied? The answer is simple, but the attainment is difficult—a high-Q product requires a thorough knowledge of the interrelationships of engineering, manufacturing, and marketing, and a healthy respect for the costs involved in changing these relationships.

First, let’s look at performance. A customer usually knows exactly what he wants in this regard—and is willing to pay for it. For example, why do high-performance automobiles today sell for more money, more often, than the economy models? The customer simply wants the increased performance, and is willing to pay for it. Similarly, the high-fidelity buff is willing to double or triple his investment for another 50 cycles of response or another couple of watts of power.

A more subtle influence on performance considerations, however, comes with the customer’s appreciation for a product that is “built to last.” Reliable performance has been, and will continue to be, a primary factor in the marketplace. Coupled closely with reliable performance is the characteristic of maintainability, or ease of servicing. Current emphasis on long-term guarantees, warranties, and service policies support the importance of this characteristic.

Cost, naturally, is a major factor underlying all product quality considerations. But contrary to popular belief, high-quality does not necessarily mean high price. Often, a rigorous and challenging examination of the costs of achieving product quality results in increased simplicity, reliability, serviceability, and reduced cost. In general, the customer must know that he is receiving value for his money, and the seller should be satisfied that he is receiving his just profit.

The papers in this issue are written by specialists who treat the areas of product assurance, value engineering, reliability, maintainability, and cost effectiveness with a very high degree of engineering excellence. However, the papers are not written for other specialists in these fields; rather, they are written to remind every engineer of his basic involvement in producing the best possible product for the marketplace.

Hopefully, the papers in this issue will provide all of us with a new insight and appreciation of how to engineer a high-Q product.
INTEGRITY is a key word in product quality and reliability. Developments of specialized production and control techniques aid in maintaining this integrity, optimizing production efficiency, and assuring value received by the customer.

Early quality concepts

The early Greek concept of quality was the goodness of an object. By 1922, this concept had changed little and quality was thought of as the characteristics distinguishing one article from another, goods of one manufacturer from those of a competitor, or one factory product from another grade turned out by the same factory. Today the customer applies this same concept to quality except for a greater emphasis on economics and control.

In 1924, statistical concepts were applied to measure and control variations in quality of the manufactured products. Better coordination of the design and the process capability was achieved. The techniques developed in 1924 are being used today as the basis for modern product assurance skills. The economic applications have been broadened by better data availability and accounting procedures coupled to the computer.

Modern objectives

Regardless of the modern techniques, a manufacturer's results are still measured by three essential requirements for consumer, industrial and government products: 1) satisfy the customer, 2) make a profit, and 3) increase business.

To realize these objectives and achieve optimum efficiency, management strives to take best advantage of the changing technology. In RCA there are many combinations of product and customer requirements that must be met at various phases in the life cycle of RCA products. Some are in early growth stages, some are reaching maturity and still others are at their peak. In all stages of product growth, there is one common need: a continuing control of product assurance.

Organization

Many customers are not interested in who will do what, or in the details of management organization; they rightly look at the products and the results. When a new product is involved, the customer wants to be assured in detail that the product will meet his expectations; the customer feels entitled to special assurance.

In reviewing an organization for conformance to product assurance goals, it has been common to use a check list (Fig. 1); each block represents one element intended as a reminder or guide; and each block ties down responsibilities for the final line, staff, or program responsibilities. Many of these blocks are part of existing organizational duties; thus, no separate functions are necessary to meet the overall goals. Some blocks, such as Reliability Engineering and Quality Control are more complex and represent organizations involving many interactions between line, staff, and program activities.

There is no one best way for all products and organizations. The options change with slight variations in product conditions and manpower skills. The checklist, however, when reviewed with past experience and special future considerations, can aid in determining an optimum structure. A product assurance program must have one integrating and control point. In this concept, RCA has provided important contributions that have been considered and adopted by other companies throughout industry. The final decision for a product assurance program requires a balance between the generalist and the specialist. The generalist assures proper overall integration and application. The specialist provides knowledge with controls and audits. The modern manager uses a PERT-Critical Path Program including product assurance requirements for cost and time in the same way as the
manager of 1940 used a Gantt chart for production requirements for time.

**Systems effectiveness**

To determine true customer requirements for design life and field use is an increasing challenge complicated by rapidly changing design and user conditions; thus, broad cooperation must be developed between advanced technology and marketing. Such cooperation is enhanced by the development of many specialized analytical tools for systems effectiveness and integrated logistics support. The CO-AMP II and QUEUE programs are typical examples of two of these analytical tools.

At RCA, the systems concept emphasizes "what is required by the customer" rather than "how requirements are to be met." This is necessary to provide flexibility and parallels the manner of determining organizational responsibilities (Fig. 1); as before, defining the objectives is more important than a given detailed organizational pattern.

In addition to being useful in product review, some of the systems effectiveness tools are finding increasing use in measuring internal effectiveness of programs and product assurance trade-offs such as:

- Recognition of trend patterns,
- Analysis of actual experience vs theoretical forecast, and
- Logistics research

New uses for these tools are being found daily in reviewing element progress against the total product systems effectiveness potentials.

**Reliability**

Electronics engineers are familiar with RCA's role in using historical field data to estimate failure rates for general vintages of products under certain broad-stress exposure levels. This technique was further refined to provide the present MIL Standard 217A. As might be expected, this is not the ultimate, and RCA has proceeded with additional work to aid in the preparation of MIL Standard 883 test methods and procedures for microelectronics. This document will provide the base necessary for product stability and verification before failure rate estimates can be meaningful.

The growth of reliability techniques is not limited to U.S.A. designers and users. The International Electrotechnical Commission, of which the U.S.A. has been a member since 1904, has recognized the need for reliability guidelines for international commerce. Therefore, Technical Committee #56 prepared reliability considerations and terms for use in writing IEC recommendations for electronic components (parts) and systems. RCA has been active in this work.

One of the major problems in properly defining reliability terms has been the difficulty of describing reliability at various product phases:

- **Reliability**
  - theoretical forecast
  - achieved

- **Conditions**
  - optimum and derated production variations

To forecast and verify accurately the reliability levels for each variable, there is a growing need to integrate prediction, testing, and failure analysis for each chemical/physical interface. New techniques are resulting in better estimates and identification of the control and preventive action needed; to achieve this is the real object of the reliability exercise.

**Maintainability**

The science of maintainability has developed beyond the qualitative checklists for the common factors historically associated with maintenance. In 1957 RCA inaugurated quantizing techniques and verification programs for maintainability. Recognized as major elements in systems effectiveness, computer data logging and simulation techniques provide economic meaning to the maintainability terms and definitions of MIL Standard 778. Although developed for government application, these terms find increasing use in domestic and international applications for consumer and industrial products.

Former marginal testing techniques used on filament devices, are meaningless on solid-state products, until such approaches are restructured. Similar revised techniques are applied in areas where mechanical safety considerations are needed in nondestructive testing. Safety requirements may necessitate complete disassembly of equipment, and in some cases, even stripping and replating of parts, as in the case of aeroplane landing gear inspection. Designing for maintainability to support a round-the-clock operation of equipment is a major element in systems effectiveness.

**Human factors**

Aided by industrial stylists and psychologists, the design of electronic equipment must consider human factors to assure customer satisfaction. Development of many product features are justified not only on the basis of appearance but for subtle user advantages for non-technical customers and technicians alike. Human engineering has received increasing attention with the use of biomechanics for reviewing industrial production and maintenance. Application of the philosophy of preventing defects demands a thorough consideration of production operator control and field maintenance in advance. Designing with these objectives in mind, reduces or eliminates the possibility of errors.

**Product safety**

The electronics industry has long been aware of the important area of systems and product safety. Active industry safety programs have been coordinated with new product developments and requirements are under continuing review. RCA has been a leader in the development of quantizing techniques to measure systems safety, especially for major systems. Such techniques are similar to failure analysis and prediction techniques used for reliability.

**Statistical assurance**

The use of statistical techniques has grown during the past ten years to become one of the main tools of product assurance. Aided by the computer and by advanced analysis techniques, data analysis and accelerated life test programs are used to optimize test time and the number of test units. Good statistical programs recognize that data is only of value when used with proper analysis. Programs are constantly under development for the better use of data in product development, production and to analyze product field experience.

The economic importance of making the best use of available data has resulted in a demand for specialists having a balance of statistical skills.
and practical product experience. Such specialists constantly aid in the search to recognize an assignable cause, envision the economic importance, and then take corrective action.

No discussion of statistical assurance would be complete without a brief mention of some of the available important references. Briefly, such product assurance techniques include: sampling plans for attributes and variables, reliability tests for exponential distribution, and reliability tests for Weibull distribution.

**Baseline management**

The term "baseline management" was originated in the early 1960's as a program developed to aid in defining project objectives. Development of this concept advanced to configuration management baselines, another specialized area where RCA contributed in training personnel in industry and government. Such training considered the concepts, philosophies, and intentions of the customer. Techniques developed for the government are equally usable for nongovernment programs and custom products.

Field use and production requirements necessitate configuration control systems for maintenance of equipment and fast analysis of possible problems. The uniformity of terminology developed in this area continues to be a stabilizing influence for the further development of international agreement on definitions and terms.

**Quality assurance**

The in-house production aspect of product assurance has been a classical area for quality control. Goals developed in the 1920's on economic considerations continue to support reviews and controls for preventing problems; original goals include:

- Optimize inspection costs
- Optimize rejection costs
- Attain maximum benefits from quality production
- Attain optimum results from destructive tests
- Optimize tolerance limits
- Emphasis on planning and verifying assurance management perception and reviews through the techniques of PERT/cost, critical path, quality cost, and systems effectiveness. Developing confidence levels for product quality factors receives much attention and new management techniques aid in proper application of effort.

What is product quality assurance? The dictionary definition defines quality control as: "A system for verifying and maintaining a desired level of quality in a product or process by careful planning, use of proper equipment, continued inspection, and corrective action where required."

The importance of the term quality assurance is readily apparent where the same dictionary defines assurance as: "A positive declaration intending to give confidence; full confidence; freedom from doubt; certainty."

The combination of these two definitions best expresses the meaning of the term quality assurance. The use of prevention and verification is implied and readily understandable in the context.
Techniques for quality assurance expand daily with new facilities, capabilities, and products. In microelectronics, for example, such techniques have resulted in development of new inspection standards, test methods, and new procedures for specifying quality parameters such as mean value control and distribution control. Knowledge is not limited to microelectronics and has expanded to many commercial and government product areas.

The optimum use of new techniques, within the flexibility of the organization, continue to be a major objective of the quality assurance activity. The use of guidelines to establish the product assurance program includes responsibilities relating to both customer and company.

Supplier quality assurance
Surveys of supplier capabilities have increased validity of data and confidence of vendor performance. The growing use of supplier certification has aided in reducing problems and in expediting operations that produce higher quality products.

Acceptable quality goals are determined by a combination of historical data and the expected performance for each component characteristic. A general acceptable quality level is a pause approach for supplier quality programs. The philosophy of specific planning with verification has replaced the practices of screening or relying on after-the-fact reviews.

An industry-wide quality and reliability assurance procedure and questionnaire is available for electronics parts suppliers to furnish information for prospective users. Such information provides more detailed data and speeds up valuable surveys.

New practices have entered into the procurement quality picture with parts distributors setting up testing, and screening and burn-in facilities for semiconductors and similar parts. Some distributors are performing the final assembly operation, especially for custom items such as connectors. These and similar practices require continued analysis for economic and product quality considerations. In laminated plastics during 1962 there were 1800 customer specifications for reliability requirements alone, despite NEMA, ASTM, and industry attempts to standardize. Continued efforts are under way to prevent similar proliferations in integrated-circuit quality and reliability specifications. Such information is coordinated on a Division basis through product assurance committees.

Field performance
The customer's final opinion of the product is the prime consideration of the success of product assurance activities. This response affects establishment of quality standards and determines the relative competitive position of the product. Major problems are time delays and inaccurate field data that result in information of questionable value. Emphasis in solving this problem has, therefore, been directed in developing several parallel approaches:

Product reviews before and during production;
Product reviews before shipment (customer acceptance laboratory approach);
Use condition simulation in addition to review to specification;
Accelerated life testing; and
Field experience auditing.

The product assurance activity must always be ready to expect anything when changes are needed to solve possible problems. However, the temptation to incorporate any improvement as soon as possible must be carefully weighed. Systems effectiveness evaluation techniques are especially useful in analyzing these improvements for effects on product field performance, economics and reputation.

Audits
Full evaluation of a product assurance program requires a carefully conducted audit on a continuing basis. The audit uses a good check list as a guide and pays particular attention to cause-effect relationships. Actual product-use requirements and conformance to specifications receive attention. In addition to product areas, auditing programs examine procedures and instructions for conformance to the operating system.

New technologies
No discussion of product assurance would be complete without a brief mention of the important effect of new technologies. Planning for new products of microelectronics and hybrids requires careful review for facilities and manpower training to assure proper product assurance evaluation. Similar planning is necessary for new production techniques to develop the closest controls and appropriate failure analysis capabilities. Many committees and councils are available for dissemination of information throughout the industry. The number of new technical societies is an indication of this attempt to keep pace with new technologies.

Summary
To be the leader in designing and producing high quality products is one of RCA's most important goals. A company's reputation for high-quality products must remain a constant challenge—a demand that cannot be compromised. Product assurance skills must be applied in all areas to assure high quality, prevent problems and verify that the product conforms to demanding user requirements.
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The design engineer and the concept of value

Carlos Fallon

The design engineer is often caught among the diverse values offered by the Prophets, the Devil, and the competition. He seldom has time to plumb the depths of economics and sociology for the morsel of wisdom which applies to the value he contributes to his company's products. He works hard, practices good human relations, develops a sense of political acumen, and makes moderate progress in his career. He wonders why some engineers who work less, are mean and ornery, make appalling political blunders, and produce less results, nevertheless get ahead. Very often, the answer is that the little results these men produce are the right kind of results. Moderate effort, in the right direction, has greater value than back-breaking effort in the wrong direction. That is the reason successful engineers seem to sail easily and pleasantly through their work. On the other hand, much useless and frustrating activity comes from working toward the wrong goals, or from allocating effort among the right goals in the wrong proportions.

A sound understanding of the concept of value can help the engineer in industry direct his efforts toward the right kind of results; to distinguish between more or less, on the one hand; and better or worse, on the other. More or less are matters of fact. Better or worse are matters of value. More or less generally call for judgment.

One definition of the concept of value

An idea that relates goals to each other and to the cost of attaining them.

But there is a lot more to it than that, for to understand value fully is to capture the essence of wise decisions made by successful men throughout the ages. We can hardly hope to do that, but we can approach it by striving to understand those aspects of value which are perceptible in our day-to-day work.

How value was rent asunder

When industry went from individual craftsmanship to mass production, product value was partitioned, and the product began to suffer under many masters. Making it work went to Engineering. Making it pretty went to Styling. Buying the ingredients went to Purchasing. Making it economically went to Manufacturing. Finding the money and riding herd on it went to Finance. As craftsmen were forced to separate, their products lost value—a modern violin is inferior to a violin made by Antonio Stradivari, but abundant violins, of reasonable quality, have replaced scarce violins of superb quality—what, then is the problem?

Competition

Japan is selling violins in the United States, Finland is selling “Spanish” guitars. Spain is selling motorcycles—competing with Japan and England for our motorcycle market. Yet competition is a source of strength and progress in the free world. The thing to do is not to bewail it but to beat it.

One way to beat competition is to recapture the high performance and fine quality of individual craftsmanship without losing the advantages of volume production. Striving toward this objective, industry has developed a variety of organizational and administrative approaches, all centered around the concept of industrial teamwork.

The engineer and the competition

The key player in the industrial team which contributes to product value is the design engineer. There are ugly automobiles that work and sell; there are expensive automobiles that work and sell; but there are no automobiles that do not work and still sell—be they ever so beautiful and inexpensive.

The design engineer makes the product work. Through his ingenuity—the word engineer comes from ingenium—Carlos Fallon, Mgr.
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he overcomes what John Stuart Mill called difficulty in attainment.¹

“That a thing may have any value in exchange, two conditions are necessary. It must be of some use; that is, it must conduce to some purpose, satisfy some desire. . . . But, secondly, . . . there must be also some difficulty in its attainment.”

The air we breathe—useful as it is—presents no difficulty in attainment, so we do not pay for it. Flying, on the other hand, does present difficulties and it is desirable, so engineers design planes. Finance raises the money, Purchasing buys the materials, Manufacturing makes the planes, Marketing sells them, and customers buy them. They give money in exchange for the product, or more accurately, as Peter Drucker says,² for what the product does for them.

The gross income of most industrial companies, therefore, is based on the exchange value of the products or services they offer. As long as he is a prime mover in the creation of exchange value, a good design engineer is in the enviable economic position of a goose who lays golden eggs.

**Nature of exchange value**

Looking at exchange value as a fishing net to capture customer dollars in the stream of competition, we can see that each knot, or nodal point in the net, corresponds to one of the factors governing exchange value in a competitive industry. These factors, or nodes, are:

1) Customers with money and unsatisfied wants—a market.
2) Utility to such customers—the product must suit the market.
3) Difficulty in attainment—the product must be hard to get.
4) Total cost to the customer—an inverse component of value. Given difficulty in attainment, the customer wants to pay the least for overcoming that difficulty.
5) The customer’s other options—competition.

Given customers with money and unsatisfied wants at node 1, the design engineer must create utility at node 2, overcome the difficulty in attainment at node 3, keep the cost down at node 4, and stay abreast of competition at node 5.

Such span of responsibility calls more for an octopus than for a goose who lays golden eggs.

With some exceptions, such as selling your soul to the Devil, exchange value involves an intricate relationship among the arts, the physical sciences, and the social sciences, all of which must contribute jointly to providing a product acceptable to the customer. [To simplify exposition, the word product will be used in this article for both products and services, and what is said of the design engineer, in his contribution to value, will apply to the corresponding creative function in other industries.]

**Scientist, engineer, beggarman, thief . . .**

. . . doctor, lawyer, Indian Chief? The engineer is a scientist-plus. The plus is economic feasibility, in exchange for which the design engineer trades off his formal contribution to pure science. The pure scientist is primarily an explorer into the unknown, a searcher for additional knowledge. His creative effort is in the field of discovery.

The engineer, although also an explorer, is primarily a pioneer and an inventor, putting exploration and discovery at the service of man. His creative talent is mainly in the field of invention.

Beggarman, thief? . . . Only in the sense of skillful scrounging, such as practiced by good sergeants in the army.

Doctor, lawyer, Indian Chief? . . . These callings represent the diversity of customers an engineer must design for, not to mention the Army, Navy, Air Force, Coast Guard, NASA, and the Marine Corps. Visualize this array of customers, and invite into the picture some of the missing ones—housewives, truck drivers, preachers, teachers, farmers, jobbers.

Would it make sense for an engineer, trained primarily in the physical sciences, to embark personally upon the sociological task of interviewing all these classes of customers? Yet, he must please them. He is expected to apply the physical sciences to the service of man, and man is a social animal.

**The industrial team**

The engineer in industry actually creates exchange value, but who defines it? Who establishes the requirements to make a product worth buying? The customer, of course. So industry has developed activities that specialize on customer wants—Marketing, Styling, Advertising. Industry has also developed its own professional customers, its own professional buying activity—Purchasing. All these activities are studied under the social sciences.

**Is the engineer caught in the middle?**

Yes, in the key position which bridges the gap between the physical and the social sciences. Whether he is caught, like a quarterback when the line collapses, or whether he walks into the pocket to throw a pass, depends to a great degree on the performance of his blockers.

How does he communicate with them? Originally, when our football developed out of Rugby, communication took place in the heat of the play, as it does in basketball today. Later, when plays were planned beforehand, a set of elaborate signals was used to designate the play, its direction, and the players involved. It worked for a while, but not well enough. So the huddle became the rule, rather than the exception, and it proved to be a most effective means of communication, reducing the “signals” to a time delay and triggering device. The change was forced by the increased fluidity and dynamics of the game, by the need for greater flexibility and faster communication.

Industrial competition today presents the same challenge. Time—meeting and beating schedules—is as important to the design engineer as improved performance or reduced cost. He has the choice of waiting for information or going out to get it himself. He often does the latter, and often loses in accuracy and completeness what he gains in time.

Such is the information dilemma—either fly with insufficient information and risk falling on your face, or wait for all the facts and risk missing the boat. What does the customer really want? What new materials are available? Can the proposed design be manufactured economically? By designing it differently, can it get through the factory faster? What advances have taken place in manufacturing methods during the past year? Which suppliers can really help us?
The engineer re-reads the specs, telephone, takes trips, scans library shelves, searches for the right people to answer his questions. All this time his sketch pad, slide rule and lab instruments are idle. Instead of doing engineering work, he has been desperately seeking information which yesterday's methods do not provide in time for today's needs.

If he is astute, if he has been around the plant long enough, and if he has friends, he calls a huddle. Let the formal information flow-in later; this time around he will meet face-to-face with specialists who have the data and skills he needs.

A committee? Hardly. The chairman of a committee is not supposed to take the initiative. A quarterback is. Committees were developed as parliametary instruments to represent diverse interests. A football huddle, on the other hand, relates diverse skills to a common interest.

A value task group
Who should make up the huddle? It should certainly include specialists in product assurance, cost estimating, purchasing, and in manufacturing, but it should also include a couple of other engineers—say one electrical and one mechanical—to evaluate financial, purchasing and manufacturing information in engineering terms, just as the other members of the group evaluate engineering information in business terms.

The task group follows a search pattern for timely information, jointly putting the facts together and jointly evaluating them. The different lines of information then mesh into a network which turns out to be quite different in total effect than the arbitrary sum of independently gathered data, for “Everything which interacts must be studied together.” [Professor Kenneth E. Boulding, interviewed in Business Week, January 4, 1969, page 82. (Professor Boulding is the retiring president of the American Economic Association.)]

Such a systems-oriented task group exchanges and digests, in a few hours, the information that normally takes weeks to circulate in written, drawn, or coded form. More important, the information itself is more useful because its interaction is detected at once instead of being discovered later when something does not work, costs too much, or is not available in time.

Output of the value task group
If the inputs of the task group are information and multidiscipline knowledge, its outputs are options, options to be compared and then adopted or rejected by the design engineer. Each of these options should hold water in the tests of procurability, technical feasibility, productibility, and customer acceptance.

Members of the task group ask each other questions that forestall time-consuming vendor inquiries, design review objections, manufacturing problems, and marketing complaints.

What does the design engineer himself contribute? First, he provides direction, briefing the group on the problem or opportunity to be tackled and on the information he needs; second, he sets bounds within which the group must work; third, he exercises judgment in using or not using the information generated by the group; and finally he contributes the invaluable industrial ingredient of cool courage—that combination of judgment and daring which leads to a good batting average in risk-taking.

As described up to this point, the design engineer and the task group have been getting along very well. Their relationship is one of trust, confidence, and mutual support. Is this a real-life situation?

Remember, we said of the design engineer, “If he is astute, if he has been around the plant long enough, if he has friends, he calls a huddle.”

Of course these people work well together. They are friends. They know their way around, and they have helped each other in the past. We might have added—about the design engineer—“If he is politically adroit, tactful, and persuasive . . .” because it takes such skills to borrow people from other departments, take them away from their regular tasks, and get them to look at someone else’s problems while their boss is fidgeting and their regular work is lagging behind.

The RCA value program
To get the information he needs, when he needs it, a good engineer should not have to be politically adroit, tactful, and persuasive. If he is talented and acts like a prima donna, the thing to remember is that prima donnas make a lot of money for opera companies, and the thing to do is to provide both prima donnas and design engineers with a supporting cast.

In an industrial plant, however, members of the supporting task group often arrive on the stage, not as a chorus but as a committee, each singing the aria of his own department.

Enter the value specialist
The value specialist may be an administrator of value analysis, of value engineering, or of value systems and controls, but an administrator he is. His task is to out-design the designers, out-buy the buyers, or out-cost-reduce the cost specialists. His administrative task is to get the right people together, at the right time, in a suitable conference room, so that they can generate, search for, exchange, and evaluate information jointly. His motivational task is to get them to work for THE MAN RESPONSIBLE—in this case the design engineer.

Where friendship catalyzed the emergency task group described above, wholesome self-interests catalyzes the planned task groups of the value program. Each man gains advance information on what engineering is up to. This information gives his department more lead-time to prepare for what is coming. Whether he is a buyer, manufacturing engineer, or cost estimator, his suggestions reach the design engineer at the time when he can best use them. Specific purchasing, manufacturing, and financial recommendations enter the design cycle as initial inputs instead of reactions.

The greatest benefit to all participants in the value task group is in elapsed time. Today’s joint planning, at the working level, forestalls tomorrow’s panics, releasing management time to handle real uncertainty.

What to work on
Prime targets for a value task group are:
1) Jobs which have to advance the state of the art. The fiercest competition today is in the race for new products—new ways of doing things. For this leap into the unknown an engineer needs, more than ever, fresh information on new materials, new suppliers, new manufacturing methods.

2) Jobs which must be delivered ahead of schedule—getting there first. When there is no time for the step-by-step approach characteristic of yesterday's gentler competition, a value task group can do concurrently much that was done sequentially.

3) Jobs which cost more than they should, either because the price would exceed what the customer can pay, or because the gross margin does not yield enough profit. Here is an example of such a project.

An engineering-oriented value task group

What has been said above about the design engineer as quarterback would apply to the responsible buyer if the task was primarily a buying task, or to a styling specialist if the task was to improve customer acceptance by making a more beautiful TV cabinet. When the engineer is the man responsible, as in a design task, he is of course the quarterback. The example that follows was chosen because it is a recent example—December 1968—and because it represents a typical engineering-oriented value task group.

D. Sauer, Leader, AM-FM Shortwave Transmitter Engineering at the Meadow Lands plant of our Commercial Electronic Systems Division had the task of reducing cost on the BTA-5/10U TV Broadcast Transmitter in order to yield a profitable gross margin to us at a competitive price.

He called W. D. Boyle, purchasing manager, to arrange for a value task group. Bill Boyle gave the ball to Don Stokes, administrator of value analysis, who got together with Dave Sauer on the composition of the team. The team included three people from engineering—one a manager—two buyers, a top-notch manufacturing specialist, and a cost estimator. Don Stokes served as value administrator and Dave Sauer, the man responsible, as quarterback.

Savings were:

<table>
<thead>
<tr>
<th>Part</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transformers</td>
<td>$45.00</td>
</tr>
<tr>
<td>Rectifiers (2)</td>
<td>2.00</td>
</tr>
<tr>
<td>Manometer</td>
<td>10.00</td>
</tr>
<tr>
<td>Timer</td>
<td>12.00</td>
</tr>
<tr>
<td>Capacitors &amp; tank coils</td>
<td>57.00</td>
</tr>
<tr>
<td>Meters &amp; bezels</td>
<td>91.00</td>
</tr>
<tr>
<td>Blower</td>
<td>153.00</td>
</tr>
<tr>
<td>Cabinet</td>
<td>445.00</td>
</tr>
<tr>
<td>Resourcing of parts</td>
<td>325.00</td>
</tr>
<tr>
<td>Total savings</td>
<td>$1,420.00</td>
</tr>
</tbody>
</table>

One of the ground rules, of course, is that the savings are never accomplished at the expense of required performance, quality, reliability, and other elements of utility. Consultants from the Marketing function attend the meetings to safeguard customer acceptance. With such Engineering and Marketing talent to guard the goodies, it would be wasteful to have them work only on such baddies as high cost, excess weight, excess volume, etc. So the team works on both platters of the scales of value: increasing the goodies as well as reducing the baddies. This double-track approach is characteristic of the RCA value program.

The value analysis job plan

The multidiscipline task of analyzing value follows the general pattern of the scientific method: incorporating problem solving and innovation techniques with the teamwork characteristic of group dynamics. Meant to be a fast-moving drive by people of different skills at various levels of education, the job plan must be outlined as simply as possible. Since the task group must answer certain questions, we start with questions of the type listed in Table I.

Table I—Foundations of the value analysis job plan.

Information phase: matters of fact

<table>
<thead>
<tr>
<th>What is it?</th>
<th>Part number and description</th>
</tr>
</thead>
<tbody>
<tr>
<td>What does it do?</td>
<td>Function</td>
</tr>
<tr>
<td>What does it cost?</td>
<td>Actual or estimated cost</td>
</tr>
</tbody>
</table>

Analytic phase: matters of value

| What should it do? | Functions that will provide greater customer satisfaction or greater system effectiveness. |
| What should it cost? | Basic or lowest cost of performing the function. |

Creative phase: innovation

| What will do it better? | Better methods of performing the function. |

Evaluation phase: comparison and choice

| What will it buy us? | Gains in profit, time, or customer acceptance. |
| What will it cost us? | Dollars, time, disruption. |
| What are the risks? | Technical, economic, others. |

Implementation phase: action

| Who must approve it? | Authorization |
| Who will provide the funds? | Budget |
| Who will do it? | Manpower |
| Where? | Facilities |
| Who will monitor progress? | Control |
| Who determines priorities? | Completion date and cut-in point. |

Conclusion

Being a key contributor to exchange value—chief source of his company's income—the engineer can contribute more and can profit personally from an economic understanding of the concept of value. If the measurements of macro-economics seem astronomical, the studies in micro-economics can be said to be molecular, then the value of specific industrial products must be studied at something resembling atomic and subatomic levels.

A few venturesome economists have each identified one or another of the "subatomic" particles such as utility, difficulty in attainment, customer wants, customer resources, cost to the supplier, worth to the customer, price, total cost to the customers, and the customer's other options, but no one yet has constructed a theoretical model which in any way approximates the relationship among these elements in real life.

The practical results of taking a close look at the structure of product value were presented in this article as bait to lure unguarded engineers into joining the author in the fascinating task of building a model that approximates the structure of product value.
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Maintainability from the servicing viewpoint

C. T. Morrell

An operation and maintenance (O&M) project has many problems as well as many little quirks that are peculiar to any operation that requires both human and equipment compatibility over long periods of time to achieve smooth operation of complex electronic, electrical, and mechanical systems. This paper outlines some management thinking that has proven successful on service programs and discusses some of the quirks that equipment designers can inadvertently build into a system.

Adequate instructions form the base upon which the O&M contractor can develop a program to keep his equipment operational and to keep the incentive contract payments coming. Thus, by starting with adequate instructions, the O&M contractor has taken the necessary first step in satisfying management objectives.

Operating schedules and instructions

Operating schedules are usually dictated by the customer, the Contract, or the Statement of Work, and the contractor may have very little flexibility. He does, however, have the responsibility for maintaining these schedules and for issuing timely and thorough instructions to support the operating personnel. Such instructions should be

1) Written to the training level or background of the personnel that are to carry out the duties;
2) Complete enough so that a new operator, trained but not familiar with the particular equipment, can perform his duties with a minimum amount of supervision.
3) Written to a high enough level so that a technician reading them will not take them as an insult to his training and background.

There is an inclination to feel that the instructions contained in a manufacturer's operating instruction or a technical order are adequate and therefore no other preparation is necessary. In some cases, this is true; however, in others, the material may be too sketchy, too detailed, or maybe just too cumbersome to carry out and to maintain in the working areas. For knowledgeable technicians, a straightforward checklist might be more practical.

Preventive maintenance schedules and instructions

Preventive maintenance (PM) schedules are usually given, on new systems, by the manufacturer and have been established during the design and manufacture based on some combination of experience and calculations. This schedule is a good place to start but may not be the best for optimum operability and sustained actual operation. There is a difference in calculating reliability goals during the design and manufacturing period and achieving these during operation and maintenance era. This difference is treated later under the discussion of Reliability.

Preventive maintenance schedules can vary in time periods by shift, by day, by week, by month, etc., up to a year. Some electronic/electrical equipment may require no more than a tweaking of the controls to reset limits; other equipments must be completely shut down for a period of time for cleaning, inspection, and adjustment. Mechanical or hydraulic equipment would probably require several pieces of equipment to be replaced, wear measurements to be taken, and a complete cleanup/washdown to be performed.

Preventive maintenance instructions should be complete, within the limits indicated above for operating instructions. There is, at times, a tendency to feel that all personnel are journeymen in their various field and, therefore, don't require or need detailed instruc-
Instructions, but they do need lists and detailed notes for tolerances. True, they may not need detailed types and amounts of lubricants types of test equipment to be used, an operational step wasn't doing anything to begin with. The most conscientious technician still needs the assistance of instructions or checklists really never made a mistake or forgot applicable, etc. The only person that their daily operational duties.

Reliability

As previously stated, the methods of determining reliability factors during the design and manufacturing stage and during the operation and maintenance period are, and must be, different. During design and manufacturing, reliability is calculated based on piece part and assembly reliability estimates, test data, operating ranges, temperature, etc. During the O&M period, reliability is determined by actual, meaningful, and timely reporting. This means accurate record keeping and, above all, timely feedback to operating areas. With such feedback, an unreliable item within a system or assembly can be recognized by comparing the number of failures against population and frequency.

To solve this type of reliability problem, the preventive maintenance schedules can be adjusted, or if possible, the unreliable part can be replaced with a better, more reliable component that falls within form, fit, or function. This latter is not always possible within the confines of Configuration Control and/or the criteria called for in some Specification Control Drawings. Specific problems for the O&M contractor caused by information contained in Specification Control Drawings will be discussed in more detail later. Also methods of determining and reporting reliability will be given under the discussion of Software.

Hardware

All O&M and some Service Projects have their share of hardware and it can come in all shapes and combinations whether it be electronic, electrical, mechanical, or hydraulic.

It is in all of these systems that there is constant need of Preventive Maintenance as well as Corrective Maintenance programs, history and correlation of failure causes, as well as man hour expenditures.

This, then, leads management to examine several areas to determine if they are getting the best out of their programs and what can they do to improve operations. Some of the typical areas that are examined are:

1) Manpower utilization
2) High man-hour consumer items
3) High equipment failure rates
4) High failure rate assemblies
5) Piece parts contributing to assembly failures
6) Preventive maintenance effectiveness

The necessary information covering these areas can be found in the system and equipment logs that are maintained on an action-by-action and day-by-day basis; however, this not only is a very laborious method of information retrieval but may also add to labor expenditures.

We therefore need a reporting system that will give this information on a timely basis, utilizing the minimum of manpower and reporting expense. This type of reporting then becomes the Software program of the O&M or Service Project.

It should be understood that the above thoughts regarding logs is not to imply that they are unnecessary and should not be maintained. On the contrary, they are vital for historical as well as
follow-up data—to operating as well as systems personnel—in the historical tracing of maintenance actions or the sequence of deteriorating failures of a system or component for future identification and prevention. In many cases they serve as the input to any Software program.

Software suggestions

Throughout the Government Services Division of the Corporation there are several varieties of this system already in use; they range from the Government enforced systems, such as the Air Force AFM 66-1 program, to smaller more suitable project-devised programs.

A good reporting system that will answer the operating management’s pertinent questions can be programmed into a computer, if available, or can be provided by an active EAM system. The basic form to be used by all maintenance personnel for reporting both preventive maintenance and corrective maintenance actions can be similar to the Service Company’s Repair Report (Fig. 1) or the Air Force’s AFTO forms such as the 210, 211, 212, or 349 and 350.

To provide all the data required, the equipment must be fully identified down to the lowest serialized components and piece part. This, then, would include system, site (where applicable), set, group, unit (cabinet), assembly (chassis), subassembly, piece part. This can be accomplished by a coding system for the first five items and by part and serial number for the last three.

The forms may be of single or multi-copy depending on how many steps of the maintenance program they are to cover; e.g., on-equipment or off-equipment fixes. They would be initiated by all maintenance personnel and the accuracy of their initiating and reporting details is most essential to the total accuracy and usefulness of the final reporting outputs.

The individual reports, to be accumulated on a daily basis and keypunched into required card format, can be used to obtain answers to all the questions previously asked of the Hardware section by selected sorting and printing for the various reports; e.g., group, site, area, piece part, man-hour utilization.

The final runoff reports are then processed back to the O&M reliability and operating groups where they can then be applied to charts that show the mean levels for an operation as well as a standard deviation from that mean. Experience has shown that a standard or 2 (2 standard deviations) is an ideal alarm level with a standard of 3 (3 standard deviations) as an indication of immediate action. This system is applicable to the measurement of manpower utilization as well as all equipment levels and location failure ratings.

The timely machine printouts and progressive charting will assist management in adjusting preventive maintenance schedules and at the same time locate equipment problems before they can become a serious operational hazard by indicating the offensive assemblies and piece parts, or the determination of an area, location, requiring additional personnel training or increased supervision.

This information that has been programmed into the cards or computer can also be utilized to schedule and preprint all of the pertinent information onto a preprinted PM form and as such save many man hours of having to prepare forms and schedules by tedious manual methods.

Configuration control

The problem of Configuration Control for the O&M or Service Project is also quite different from those confronted by our manufacturing counterparts. In O&M it is not so much the determination and setting up of Configuration Control as it is the maintaining of the configuration over a long period of time: five, ten, or maybe fifteen years.

By now you are asking: "How can this be when the configuration is given to the Project in the form of Specification Control Drawings, etc." You are right in thinking this way; but have you considered what is to happen when time passes and some of the manufacturers named on those drawings are no longer in business, or over a period of time he has changed his designs and no longer manufactures the item, or maybe improved it so that form, fit, or maybe function is not to the drawing. Too, sometimes a manufacturer will only maintain spare parts for a certain period of time and then dispose of the design tooling and even replacement components.

Design engineers, when they specify a manufacturer and his part number on a Specification Control Drawing, are thinking that they are helping in the procurement of an item, and they are at the time; however, let's consider this item from the O&M side several years later. The same parts may or may not be available from the same source or several sources and maybe at different prices, and there may be considerable cost savings by being able to shop around. When a particular vendor and part number is on the print, then the O&M contractor must maintain that vendor or have nonconforming materials. It would be much better to reference a vendor and part number and specify or equivalent.

Those projects that have to do with Government contracts are held to control of nonconforming materials, and this means total compliance to the drawings. As such, materials review board action is required to permit a vendor change even though he may have gone out of business or may no longer produce the same items he did ten years ago. Therefore, the preparation of a complete Specification Control Drawing is essential but let's initiate the procedure of only referencing suggested vendors and vendor part numbers.

Conclusions

An economical O&M program can be developed for any equipment or system, and it will not vary to any great extent whether it be electronics, electrical, or mechanical because management is looking for the same answers in all.

There are the noted differences, and they must be viewed from different angles and there are considerations that will help the O&M operators. However, the truly efficient operator will utilize a Product Assurance Program for recognition and correction of both quality and reliability riddles before they develop to the problem category.
Reliability sampling plans

E. C. Smith

In recent years, military specifications for electron tubes have called for increased reliability. Reliability has been defined in terms of failure rate or mean-time-to-failure at some specified confidence level. It is the responsibility of the electron-tube manufacturer to establish adequate testing plans that will meet these military requirements. This paper describes a proposed method for a life-test sampling plan based on the exponential failure distribution. The equation relating the cumulative Poisson distribution and confidence level was used as a basis for development of a useful set of curves for establishing meaningful sample plans.

The exponential failure distribution can be derived from the Poisson distribution. First, the well known Poisson distribution \( P(r) \) is described as follows:

\[
P(r) = \frac{(t/m)^r \exp(-t/m)}{r!}
\]

where \( r \) is the number of failures and \( P(r) \) is the probability of exactly \( r \) failures occurring.

If \( r=0 \), Eq. 2 becomes the familiar reliability expression, as follows:

\[
P(0) = \exp(-t/m)
\]

The equation relating confidence level, \( \text{CONF} \), and cumulative Poisson distribution is as follows:

\[
\text{CONF} = 1 - \sum_{r=0}^{\infty} \frac{(NT/m_s)^r \exp(-NT/m_s)}{r!}
\]

where \( N \) is the number of tubes in the sample, \( T \) is the life-test duration (time truncated), \( m_s \) is the specified mean-time-to-failure, and \( r \) is the number of failures.

This equation shows that confidence level decreases as the number of failures, \( r \), increases. (Cumulative terms for the Poisson distribution are tabulated in the book of Standard Mathematical Tables.) Eq. 4 has been plotted for confidence levels of 90% and 70% (Figs. 1 and 2) where the ordinate is sample size \( N \) and the abscissa is life-test duration \( T \) in terms of specified mean-time-to-failure \( m_s \). It should be noted that these curves are based on truncated life-testing (i.e., each tube in the sample is tested until failure or until \( T \) hours of life are reached). For this reason, the curves are adjusted to account for the fact that all tubes do not reach \( T \) hours without failure or do not fail at exactly \( T \) hours. In addition, it is assumed that, when failures occur within the truncated time, the average time of failure is \( T/2 \) hours.

If a military specification calls for a specified mean-time-to-failure \( (m_s = 1000 \text{ hours at a confidence level of } 90\%) \) a sampling plan has to be established to fit the requirement. For example, if life-test sockets are available for twenty-three tube samples, the line is drawn horizontally on 90% confidence graph at a sample size of twenty-three tubes. This line intersects the failure curves as shown in Fig. 1.

For \( r=0 \), the life-test duration is 0.1 \( m_s \). This duration means that each of the 23 tubes must be life-tested 0.1 \( x \) 1000, or 100 hours, with no failures permitted. If, however, one failure does occur, the life-test duration is increased so that each tube must operate for 173 hours with no additional failures. If one more failure occurs, making a total of 2 failures, a decision to continue test can be made. However, the life-test duration must again be increased to 242 hours. The life-test sampling plan is tabulated as follows:

<table>
<thead>
<tr>
<th>Sample size=23 tubes</th>
<th>Number of failures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Life-test duration (hours)</td>
<td>Accept</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>173</td>
<td>1</td>
</tr>
<tr>
<td>242</td>
<td>2</td>
</tr>
<tr>
<td>310</td>
<td>3</td>
</tr>
<tr>
<td>381</td>
<td>4</td>
</tr>
<tr>
<td>453</td>
<td>5</td>
</tr>
<tr>
<td>530</td>
<td>6</td>
</tr>
</tbody>
</table>

Electron tubes exhibit an exponential failure distribution during the period of life that precedes "wear out". When "wear out" occurs, another failure distribution (usually Gaussian) is observed. The exponential failure distribution can be described in terms of the number \( N \), of tubes surviving the test, as follows:

\[
N_t = N \exp(-t/m)
\]
Life-testing according to this plan is terminated when the number of failures in a given life-test duration does not exceed the number shown in the "accept" column. Conversely, the product fails to meet the military requirements when the number of failures equals or exceeds the corresponding number in the "reject" column.

The effect of reduced confidence level at 70% is illustrated in a similar manner. Again, a horizontal line is drawn at the sample size of twenty-three tubes. For r = 0, the life-test duration is 0.052 times $m$. Therefore, each of the 23 tubes must be life-tested 0.052 x 1000, or 52 hours with no failures permitted. The 20% reduction in confidence level reduces the life-test duration nearly one-half, with no failures allowed. The life-test sampling plan is tabulated as follows:

<table>
<thead>
<tr>
<th>Sample size=23 tubes</th>
<th>Number of failures</th>
<th>Life-test duration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accept</td>
<td>Reject</td>
</tr>
<tr>
<td>0</td>
<td>52</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>108</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>165</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>221</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>280</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>344</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>406</td>
<td>6</td>
</tr>
</tbody>
</table>

It is evident that reduction of confidence level reduces the testing time and, in turn, reduces the cost of the life test. In addition, the curves show that a lower number of tubes in the sample requires a longer life-test duration. The combination of sample size, N, life-test duration, T, and confidence level can be balanced to conform to the availability of life-test sockets and tubes. Failure rate plans for confidence levels of 90% and 60% are provided in MIL-STD-690A, "Failure Rate Sampling Plans and Procedures."
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Cost effectiveness in phonograph record production

J. M. Eargle

This paper treats several areas of phonograph record production with particular emphasis on the quality manager's role evaluating the tradeoffs between product quality and cost. To aid in this evaluation, the tradeoffs are discussed in a graphical (mathematical) manner which should stimulate qualitative thinking regarding cost and quality.

To gain a better appreciation of what cost effectiveness means, we might plot product effectiveness, $E$, against the cost, $C$, required to produce that product at various quality levels. Hopefully, the curve will always be positive. The low-cost region curve may show many inflection points, but the high-cost region will tend to be asymptotic at a limiting value of quality or effectiveness. With this model, cost effectiveness at any point along the curve could be defined as $\Delta E/\Delta C$. Thus at any point on the curve, we have a measure of the effect of an incremental change in cost. In the region where $\Delta E/\Delta C$ is fairly high, obviously a small increase in cost results in a significant improvement in quality. Likewise, where $\Delta E/\Delta C$ has a fairly low value, an increase in cost would result in negligible quality improvement. This situation is depicted in Fig. 1 and 2.

Figs. 1a, 1b, and 1c represent individual cost-effectiveness curves. Fig. 1a could characterize, say, engineering cost effectiveness. Ordinarily, effectiveness would tend to level off as costs increased beyond a certain amount, but one could easily postulate a second rise and leveling off as the result of an engineering “breakthrough.”

Fig. 1b could illustrate labor-cost effectiveness; this curve would increase monotonically, tending to level off without inflection points. Fig. 1c could be the cost-effectiveness curve for certain kinds of materials. The presence of a maximum indicates the existence of one, and only one, material for optimizing a given operation or application. Such curves could be constructed for all the other areas—tangible as well as intangible—that enter into the total picture of product quality and effectiveness.

Fig. 2 represents the sum of all the individual cost effectiveness curves, each one weighted according to its role in determining total product effectiveness. In general, this curve will exhibit many inflection points and tend to level off as costs increase beyond a certain point.

Stated simply, the Quality Manager's job in the area of cost effectiveness is to take each of these elements, add them together with a proper weighting factor for each to produce a curve like that shown in Fig. 2; and then select an operating point along this curve. Since the elements which make up this curve will always be changing, so will the operating point, but this point will in general tend to be on a knee of the curve in a region which is concave downward—in other words, at a point where an increase in costs tends not to produce a significant increase in effectiveness.

This graphical description of cost effectiveness is essentially mathematical. Fortunately, none of us actually has to draw such curves, but it is quite clear that our jobs force us into an awareness of all factors which would be involved if we did have to draw them. Many of the decisions are not ours to make, specifically those quality attributes due to advertising, promotion, and the cosmetic aspects of packaging. In looking at manufacturing in general, we can visualize a continuum extending from low-volume high-cost items at one extreme to high-volume low-cost at the other. Phonograph records are clearly at the high-volume low-cost end, but before we take a detailed look at records we will describe two items related to the record business: one at the middle of the continuum and the other at the opposite (high-cost low-volume) end.
High-cost low-volume production

At the high-cost low-volume end of the continuum, let us consider a manufacturer of precision tape-to-master disc transfer lathes. His engineering and design costs may well be at the top of their respective quality-versus-cost curves; considerable money may well have been spent in these areas in the manufacturer's goal to improve upon state-of-the-art performance. The same would likely be true in the manufacturer's choice of materials: he would use the best materials regardless of cost. The company is likely to be a small one with little overhead to liquidate. Also, advertising and promotion costs would be low since the manufacturer would probably know his limited market very well and even be in direct communication with it. The item would probably be sold directly to the user, and it is very likely that each lathe-transfer system would be customized to some extent for each user. Perhaps the most significant fact of all is that the manufacturing cost of the item is a very high percentage of the market price. The quality manager of this plant has relatively little freedom in the several areas of cost effectiveness since his major concern here is the engineering and reliability of the item and the meeting of rigorous performance specifications.

Medium-cost medium-volume production

A phonograph is representative of products at the middle of our continuum and, as with most durable consumer items that come out in yearly models, there is great flexibility in the choice of materials in this product. Accordingly, manufacturers become very cost conscious. The engineering and design efforts will have two goals: better performance and fewer parts. There will be considerable amounts of money spent on purely cosmetic features, such as surface finish and styling, in an effort to attract customers in a highly competitive market place. Also, there will be large amounts of money spent in advertising and promotion. Significantly, the manufacturing cost of the item may be between 50 and 60% of the sale price.

Phonograph record production

Let us now move on to phonograph records. Unlike the other two products, a record has something of a dual nature: on the one hand, it is a piece of hardware (and one that is not so easy to manufacture); on the other hand, it is a piece of software, conveying, as it does, a message or program which is entirely apart from anything having anything to do with its manufacture. To the quality manager of a record company, the various quality attributes of a record many seem clear and distinct. He can easily separate musical performance, recording technique, and manufacturing quality. The consumer, on the other hand, makes no such distinction. To him, quality is quality. If he doesn't like the performance, or if there should be wrong notes in the performance, the consumer feels the product is simply one of poor quality. Occasionally the consumer's phonograph may not be working properly and will tend to mistract on certain records. To the consumer, this again is a case of bad quality in the record when in reality it is a systems problem involving both the record and the phonograph. To a certain extent, the same kind of judgments on the part of the consumer would hold for the timeliness of a record release. In our pop musical market, where fads come and go in short order, the first record in a new Pop style may be very successful in the marketplace. A good imitation of it four months later, may find rough going and will surely be judged far more severely than the original. The quality manager must be aware of all these aspects and their interrelations, and he must be in a position to inform management of these and other aspects which may be as obvious to them as they are to him. Although his area of responsibility rarely extends outside the bounds of manufacturing and the electrical aspects of recording, he must be involved to some extent in the other areas.

Let us now examine some specific aspects of record production and look at the effect on the overall product of raising and lowering costs.

Materials

The single most important material in a phonograph record is pvc (polyvinyl chloride). Each company has its own variation, and many use a copolymer resin system. Throughout the years the price of the basic resin has continued to go down, and at this point it is in the neighborhood of 15 cents/pound. The properly controlled compression molding of pvc yields records which exhibit a ground noise level sufficiently below the threshold of annoyance to the consumer. Increasing the resin cost by going to a material such as methyl methacrylate, would result in little if any improvement in the ground noise level. The expense, however, would be far greater. Alternatively, decreasing the vinyl costs by adding some type of inorganic filler to the compound would lower product quality as a result of increased surface noise in the product. Therefore, it is clear that we are working fairly high up in the cost effectiveness curve for our materials. There are times, however, when a tradeoff is made involving compound costs and quality, times when a filled compound may well be used. The decision to do this is based upon a careful study of the program material on the record.
and how that program material may be affected by the inevitable increase in noise level.

Packaging

Another item of substantial cost in an LP record is the chipboard jacket with its four-color cover art and printed back liner—a format which is standard throughout the industry. The cost could be lowered somewhat with a thinner base material, but this would result in a flimsier package, one more susceptible to scuffing and bending. In addition to the effect on the company's quality image in the market place, the anticipated savings might be reduced to some extent by the necessary changes in warehousing and handling of the new package. Thus it would be considered a bad move. Alternatively, the cost could be increased by going to a thicker base material and perhaps coating the four-color art work with a plastic laminate—a procedure which could easily double the cost of the present jacket. It would afford no better protection for the record, but the cost could probably be justified for certain special deluxe issues. Occasionally the consumer is charged a dollar more than usual for a record. It may be a recording of a special nature, perhaps a very expensive production with high talent costs, and one that may have a printed insert with four-color pictures. In this case, Marketing chooses deluxe packaging because of its value in persuading the customer that the extra dollar that he is spending is really worth it. Ordinarily, however, it is clear that our current packaging represents operation at an optimum point on the cost effectiveness curve.

Engineering

Significantly, the LP record as we know it was engineered twenty years ago. A minor modification, the introduction of the stereo disc, was made ten years ago. This modification required very little change in the way of metal plating and pressing and involved only a moderate investment in new master-lacquer-transfer machinery in the studios. Presently, considerable engineering effort is spent in high-speed metal plating, perfection of an automatic press with a considerably reduced molding cycle, automatic audio testing facilities, and automatic slewing and packaging of records. The aim of these engineering pursuits is to lower the unit cost of the record as well as to build into it less variability in quality.

A pilot plant incorporating these engineering developments is now operating in the Record Division Engineering Laboratory in Indianapolis. Final improvements in the automatic press are being made in readiness for installation in the new RCA Great Britain Record Plant in 1969. Those who have worked with the new machinery have been impressed with the high degree of dimensional control and molding characteristics from record to record. The consistency is truly remarkable; even when the press is adjusted for improper molding, the fault is consistent record to record! This is in clear contrast to our present record presses, where so much of the behavior is operator controlled.

While automatic tick and pop detectors can never replace a pair of trained ears as a gauge of record quality, there can be no doubt of the usefulness of these devices for many routine testing operations. Electronic tick and pop detectors can be quite sophisticated indeed. One European record company has demonstrated a “quality computer”—a detector which grades records on a quality scale from 0 to 100. Its scores are on the average within 10 points of the scores given by trained testers!

We are not by ourselves in such engineering pursuits. The major companies in this country as well as in Europe are active in designing automatic machinery. Some are ahead of us, while others are clearly behind. But there is always the rivalry between companies which drives each to improve the product at little or no increase in cost. Therefore, it is appropriate that a major company expend engineering efforts in these directions in an attempt to secure for itself the unmistakable advantage of even a temporary gain in quality over its competitors.

Recording

One of the most interesting areas of the record business, the recording operation is where technology and musical artistry come together to create the “software” of our business. In the last two or three years, a revolution has occurred in the art and science of recording. A few years earlier it was the recording engineer’s job simply to capture on magnetic tape something which was taking place acoustically in the studio or concert hall. This is still a big challenge for recording engineers whose specialty is classical music, but in the Pop area the engineer has become a participant in the performance itself. It is often the interplay of ideas between the performers in the studio, the record producer, and the engineer at the mixing console which shapes the final form and content of today’s popular song. The recording engineer has recourse to almost every kind of signal processing device available. Indeed, many of them design and build their own specialized devices—their own “bag of tricks,” so to speak—to enable them to produce exotic new sounds. One result of this realignment of creative responsibility is that studios everywhere have almost overnight become obsolete. Throughout the industry vast sums of money are being spent on new studios, equipping them with
new recording machinery and remixing equipment offering the maximum in flexibility.

Where are we with respect to cost effectiveness? At this point the question can hardly be answered because we are not sure which of many possible directions is best. We do not know, for example, that an expensive piece of recording machinery is vogue today will not be useless two years from now. The most difficult job in Recording Management, outside of the purely creative responsibility, is to distinguish between fads and significant developments. We do not know where we are on the cost effectiveness curve in the recording area, but we do know that wise purchase practices, such as investing in convertible (or modular) equipment, reduce the chance of obsolescence of capital machinery in the long run. It is perhaps comforting at this point to note that recording lathes—those work horses of the industry that are used in the transfer operation from master tape to master disc—seem never to become obsolete. Although the newer automated lathes perform certain functions more handily, the bulk of today’s records were mastered on machines twenty years old!

**Independent production companies**

If we could summarize the state of sound recording today as a happy, somewhat excited, if not slightly confused, activity which is eager to define its new creative role, we could also point to the changes which are taking place in the artistic production area. More and more, independent production companies are assuming importance in creating products for major companies, which only a few years ago relied exclusively upon staff producers. In this development, the record industry is paralleling the motion picture and television industries, which years ago shifted the bulk of their creative activity to independent production companies. By itself, this shift does not directly influence product performance or quality on the consumer level. However, the increased production costs which result here can certainly play a role in determining tradeoffs in specific areas of product quality.

**Tradeoffs**

No discussion of cost effectiveness is complete without reference to the tradeoff principle. A tradeoff occurs when a cost decrease in one area of product effectiveness is applied as a cost increase in another area with a net improvement in total product effectiveness. Fig. 3 shows this graphically. Before the tradeoff, operation is at point A on each curve, while point B on each curve represents the operating point after the tradeoff. The two vertical effectiveness scales are assumed to be normalized to one another by the application of appropriate weighting factors. Since \( \Delta C = \Delta C_0 \), there is no net increase in cost. However, there is an increase in total product effectiveness given by \( \Delta E_0 - \Delta E \).

Several observations can be made at this point:

1. Weighting factors for the various component cost-effectiveness curves must be assigned with great care. It invariably involves the talents of many people.
2. The tradeoff principle is an obvious way to optimize product effectiveness for a given cost.
3. The tradeoff principle can lead to a new “way of thinking” about product improvement. It has been applied for years, often unconsciously, and usually under some specific pressure. How much more effective it could be if quality managers continually sought out occasions to use it.
4. Tradeoffs need not be limited to the two-way case discusses. Three and even more areas can be involved at once.

Another kind of tradeoff, one that management is always interested in, involves a decrease in cost with no net change in product effectiveness. In this case, \( \Delta E = \Delta E_0 \) and \( \Delta C = \Delta C_0 \) is the resultant cost saving. This is shown graphically in Fig. 4.

A specific example of a tradeoff in record manufacture might be the following: a given record release might be placed on a lower factory standard, regarding compound and controls with the resultant cost saving applied perhaps to a fancier, more attractive, package. Certainly the price would be the same, and possibly it could be demonstrated that the appeal of the packaging—the value placed on it by the customer—more than offsets the decrease in audio quality as it might be perceived by the customer.

**Conclusion**

The principles of cost effectiveness have been presented in a graphically-mathematical way in the belief that this approach best stimulates the quality manager's thinking in this area. Several areas of phonograph record manufacturing have been examined in detail with emphasis on cost effectiveness and the quality manager's role in evaluating all the facets of product effectiveness has been stressed. Finally, the concept of the tradeoff and its potential for optimizing product effectiveness has been discussed, again in a graphical manner, in the belief that this approach will help the quality manager to think quantitatively about the interplay between the many areas of total product effectiveness.
What does quality cost?

E. S. Shecter

A system for identifying (hence controlling) quality costs is described. This system can assist in the identification of the most fruitful areas in which to invest money to improve product quality. Specifically, this paper defines the elements that are analyzed under this system, provides some guidelines for analysis, and suggests some possible applications.
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Any cost system must aid management in identifying areas where cost performance can be improved. Many systems provide this information by subdividing material, labor, and overhead as separate cost elements—with control methods used for each element. A more recent cost control system—quality costs—is being applied at several major operating activities of RCA. In this system, the cost elements are functions (e.g., test, inspection, process control, design review) and are not necessarily categorized into material, labor, or overhead. The basic premise behind collecting and analyzing costs in this manner is to identify the relative magnitude of each cost element and to determine which of these elements might be reduced or avoided. This information then enables an intelligent management decision on the potential return on an investment.

To a very great extent, the quality of the product is determined in design. The quality costs system takes this into consideration and is applicable to engineering areas as well as the manufacturing cycle. In addition to providing information to management for action, it has the advantage of becoming a system which points to needed changes. It presents change and action-oriented data which helps establish the environment needed for change.

Principal elements

The four principal elements of quality costs identified by this system are:

Prevention costs which are incurred in an attempt to keep defects from occurring in the first place;

Appraisal costs which are incurred in evaluating product conformance to requirements;

Internal failure costs which result from a failure to complete a task properly with the result that scrap, rework, and retest operations are necessary; and

External failure costs which are associated with servicing customer complaints or customer returns which must be replaced as the result of delivery of nonconforming product.

In this paper, internal and external failure costs are treated as simply failure costs.

Cost breakdown

As has been noted, quality costs are accumulated on a functional basis rather than a departmental basis and, therefore, they include direct and indirect labor changes. A typical breakdown of costs into three major categories—Prevention, Appraisal, and Failure—is given in Table I and is described in the paragraphs that follow:

Prevention costs

Quality planning costs are related to preparing a quality program plan to define all actions necessary to ensure that quality and reliability requirements and standards will be met. This is generally the cost of quality assurance engineering time for developing the program plan and for updating maintenance of this plan.

Training and motivation is the cost for preparing and implementing training programs—including the expenses of the instructor and the participants. Also included are efforts associated with employee motivation.

Process control costs are associated with developing and establishing manufacturing process controls required by design. The costs include not only the quality assurance engineer’s time but also the manufacturing engineer’s time required to set up the program and the specification review time required to evaluate manufacturing and quality control specifications.

Vendor selection costs cover the time required by the vendor survey team to select vendors who are most likely to provide trouble-free equipment, materials, parts, and services.

Design review costs are for the time that the Design Review Team and all other participants spend reviewing a design. It also includes the preparation time required for the formal design review.
Table I—Typical quality costs.

<table>
<thead>
<tr>
<th>Prevention</th>
<th>Appraisal</th>
<th>Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality planning</td>
<td>Appraisal</td>
<td>Failure</td>
</tr>
<tr>
<td>Training and motivation</td>
<td>In-process inspection</td>
<td>Rework</td>
</tr>
<tr>
<td>Process control</td>
<td>In-process test</td>
<td>Retest</td>
</tr>
<tr>
<td>Vendor Selection</td>
<td>Final inspection</td>
<td>Scrap</td>
</tr>
<tr>
<td>Design review</td>
<td>Final test</td>
<td>Malfunction reporting and analysis</td>
</tr>
<tr>
<td>Parts selection and qualification</td>
<td>Quality audit</td>
<td>Corrective action costs</td>
</tr>
<tr>
<td>Other reliability activities</td>
<td>Calibration</td>
<td>Material review board</td>
</tr>
<tr>
<td>Specifications and procedures</td>
<td></td>
<td>Customer complaints</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Warranty service costs</td>
</tr>
</tbody>
</table>

**Parts selection and qualification** costs involve the time that the design engineers and the reliability engineers require to select and specify reliable parts required for a given program.

**Other reliability activities** are costs associated with such reliability activities as failure mode and effects analysis, reliability apportionment, maintainability prediction, and other reliability elements not associated with malfunction reporting or failure analysis.

**Specifications and procedures** costs account for the time required to prepare specifications and procedures related to quality requirements for specific programs for the division. This involves the time of quality assurance engineering and reliability personnel who review and approve specifications and procedures. It does not include engineering time for writing the specification.

**Appraisal costs**

**Incoming inspection** includes the cost of actual inspection and test on all incoming parts and components as well as time spent by engineers and others verifying this performance on purchased items. This cost also includes field inspection in vendor plants.

**In-process inspection** costs are associated with performing inspections by product quality assurance and manufacturing inspectors as material flows through the production line. It includes time spent in inspecting processes as well as inspecting product. Consequently, labor costs of quality investigators or quality specialists, when product appraisal is being performed, is included.

**In-process test** costs are associated with tests by quality assurance, manufacturing, and engineering on items as they progress in the building cycle. It also includes test monitoring. All costs associated with environmental testing are also included. Time required to prepare test or inspection procedures is included—identified as a separate element.

**Final inspection** costs are associated with performing final inspection and is normally a product quality assurance cost.

**Final test** is the cost of the final performance and environmental test on the deliverable end item regardless of the activity doing the job (including test monitoring). Qualification testing may be segregated from acceptance testing but should be included as an appraisal cost.

**Quality audits** are costs associated with performing audits, normally by quality assurance engineering. It does not include financial audits; however, customer audits and supplier audits should be a subdivision of this cost.

**Calibration** covers all costs associated with recall, calibration, repair, and redelivery of equipments or tools and gages being calibrated.

**Failure costs**

**Rework** costs are the labor costs resulting when various activities in the division (such as Manufacturing, Quality Control, Quality Engineering, Manufacturing Engineering and perhaps Engineering) rework an item to acceptable condition after it has been rejected. In addition to actual rework time, these costs may include preparation of procedures for accomplishing the rework, establishing the control procedures, performing additional re-inspections, and material required. Re-work that is due to Engineering Change Notice (ECN's) or customer directed changes should be calculated separately.

**Retest** costs are associated with all retesting resulting after initial failure of equipment. This too includes all labor categories associated with retesting the equipment until it reaches the point at which it was rejected and becomes acceptable. Retest due to ECN's which are required to meet new requirements or retest required as a result of an ECN not specifically required due to equipment failure should also be calculated separately.

**Scrap** costs are for material and labor associated with the fabrication of an item which is subsequently scrapped due to nonconformance to specification. In this category, all scrap should be counted, including that which is discarded by Manufacturing due to nonconformance. Scrap associated with non-usable edges of products, cuttings, and chips are not to be included. The additional scrap resulting from ECN's should be compiled separately.

**Malfunction reporting and analysis** costs are associated with preparing malfunction reports and the time spent in performing the analysis and writing up the failure analysis. It includes the time spent by those activities performing analyses (such as Manufacturing Engineering, Quality Assurance, Reliability, and Design) to determine the cause of the problem. It also includes analysis costs in the quality or other laboratories.

**Corrective action costs** are associated with performing corrective action as a result of inspection or audit. In addition to correction on hardware, corrections on documentation and procedures are also included.

**Material review board** costs are associated with reviewing nonconforming material and determining its disposition. The time required of the participants in the Material Review Board should be recorded.

**Customer return** costs are associated with receiving, evaluating, and repairing products returned by the customer. Also included are shipping charges associated with return and reshipment of the nonconforming product.
Customer complaint costs include travel and subsistence for those persons responding to a specific customer complaint as well as the time spent by Marketing, Engineering, Product Assurance and Manufacturing personnel to satisfy a customer. Frequently, a trip is made partly as a sales venture and partly to respond to customer complaints. That portion associated with customer complaints should be included.

Warranty service costs cover material, labor, and travel required to uphold our warranty obligations to the customer.

**Analysis**

One of the problems with such a program is that costs may not be in the needed format. It becomes difficult to identify all the elements needed to completely develop the quality costs even though the cost elements can be defined. This limitation can be overcome by starting with an approximation of actual costs. If all the costs can be identified by survey or by a review of existing cost data or can otherwise be approximated within ±20%, it usually becomes obvious where expenditures need redirection in order to achieve maximum benefit. Once this decision is made, the system to accumulate and analyze the costs may be refined. It is not uncommon, however, for rough cost estimates to provide valuable information identifying areas requiring action.

A rather common industry experience when initiating a quality cost system is to find very little money being spent in areas of prevention, very large expenditures in appraisal, and even larger expenditures in the area of failure. Management action may be taken directly from the quality cost report in the areas of prevention and appraisal, but supplementary information based on inspection, test, or field results are mandatory to take intelligent action on failure costs. This information is also desirable, but not essential, for action in some areas of prevention and appraisal. Merely increasing the expenditure in prevention is not sufficient. Knowing where to increase the expenditure is vital.

Quality cost reporting can be related to a number of different bases. There is no fixed rule that defines an acceptable or an appropriate set of relationships. It is difficult, if not unrealistic, to compare product lines or plants; however, the individual costs obtained within a plant can nevertheless provide extremely useful information. In order to do so, the bases that may be used are:

1) A labor base, such as total labor, direct labor, or applied labor.
2) A cost base, such as shop cost, manufacturing cost, or total material and labor.
3) A sales base, such as net sales billed or sales flow of finished goods transferred to inventories.
4) A unit base, such as the number of units produced.

These measurement bases are only as good as the methods used for keeping them consistent. Major changes—such as automation, changes in sales volume, procurement instead of manufacturing of certain items—may affect the base measurement.1

The analysis of quality costs always begins with a comparison of the total against one of the bases noted above. When the percentage is above a norm (or a goal) further analysis is then considered. Consider the following figures:

<table>
<thead>
<tr>
<th>Cost Element</th>
<th>$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prevention</td>
<td>44,500</td>
</tr>
<tr>
<td>Appraisal</td>
<td>150,000</td>
</tr>
<tr>
<td>Failure</td>
<td>80,500</td>
</tr>
<tr>
<td>Total</td>
<td>275,000</td>
</tr>
</tbody>
</table>

These figures show the appraisal cost running almost twice the failure cost, implying that an excessive amount of money is being spent for product inspection and test. It is necessary then to analyze the operation to determine in which area these costs are being expended with a view towards eliminating some of the unnecessary costs. For example, inspection efficiency can be improved through relocation of inspection or test points, retraining of personnel, or adoption of improved test methods. It also appears from this example that more attention should be given to the prevention area in order to reduce the total costs.

A second example might lie in the area where failure costs constitute a very high percentage of the total quality costs, or the highest single element of these costs. Under these circumstances, it is necessary to analyze quality, inspection, or test records (or field data) to determine the nature of the deficiencies. Since these records by themselves do not give sufficient indication of the magnitude of the dollars being expended for these failures, the quality cost system allows the analysis to be dollar oriented. Management can then determine an appropriate means for correcting the problem. This might be the assignment of individuals to a task force to get the job done. The extent of such a task force can be more readily established when it is known how many dollars could be saved as a result of an intelligent application of effort. Assignments are made based on the analysis of the major causes responsible for the bulk of the problems. It is in these areas where the work of the task force should begin.

**Other applications**

In addition to its analytical assistance, a quality cost system enables utilization of costs for current budgeting and estimating. An example is the adjustment in purchase quantities based on improved yields or the amount of re-test included. This is often based on experience which may not be current. When a quality cost analysis is maintained, quoted costs more nearly reflect current conditions.

The system assists in the identification of the most fruitful areas in which to invest money to improve product quality. As such, its value cannot be overlooked.

**Summary**

A quality cost system provides valuable action-oriented data. The method allows cost analysis and identification of areas requiring management attention prior to development of major problems. Furthermore, proper implementation of the system enables economic development of product quality with optimum quality levels.

**References**

A cost-effective look at spacecraft component testing

L. Gomberg

The trend towards fixed price programs, accompanied by stringent schedule requirements, has forced RCA to make a critical reassessment of the traditional methods for testing spacecraft and spacecraft components. The assessment consisted of a detailed review of the rationale for vacuum testing at the component level and a concomitant review of the failure history on several successful spacecraft programs. As a result, certain conclusions were drawn:

1) Vacuum testing is only required on vacuum sensitive items;
2) The sensitivity of these items could be predicted; and
3) A thermal cycle test would be more protective.

These conclusions have now been implemented successfully in a major classified spacecraft program.

It has been an act of faith in spacecraft testing to subject all spacecraft components to vacuum thermal testing prior to their integration on the spacecraft. With the emphasis on fixed-price contracts and stringent scheduling, a detailed reassessment was made of this philosophy. As a result, it was concluded that many components did not require vacuum testing. Additionally, the components which will require vacuum testing can be predicted in advance. The remainder of this paper delineates the rationale and analyses which resulted in this decision.

The purpose of vacuum testing at the component level is to

1) Provide confidence in its ability to perform in vacuum at the spacecraft test level and ultimately in orbit;
2) Determine the suitability of the design for vacuum operation; and
3) Detect vacuum-sensitive anomalies.

For the program under consideration, the specified components test plan was carefully analyzed. It required all components to be tested in vacuum for 12 hours at each of three temperature levels with the temperature-time rate of change \(\frac{dT}{dt}\) unspecified. This program had been in existence for several years at RCA, and the test philosophy was thoroughly embedded.

An initial review of the failure history showed that the component tests were not as effective as they should have been in protecting against system failures. It appeared that the reason for this deficiency lay in the limited number of temperature cycles and the specified \(\frac{dT}{dt}\) which permitted gradual temperature transitions. Based on other program experience, it appeared that a more effective test for weeding out incipient problems would consist of several thermal cycles with a \(\frac{dT}{dt}\) of approximately 0.5°C/minute. It also became apparent that it would be desirable for test facility, and schedule reasons, that the test be performed with a temperature box. To ascertain whether this was possible, a systematic review of the merits of vacuum testing was conducted. This took the form of an analysis of the failure history of several RCA programs (for example, Relay, Lunar Orbiter, RAЕ, and a classified program). A review of the effects of vacuum on the materials and parts in the articles and on the actual operation of the articles was conducted.

Effects of vacuum operation

When designing for vacuum operation, consideration must be given to:

Temperature—in a vacuum, convection is no longer present as a heat transfer process.
Outgassing—materials with high vapor pressure will change state from a solid to a gas. Additionally, some gas may be absorbed or trapped in the conformal coating, etc.

Sublimation—certain metals and other materials will vaporize in vacuum and deposit on the nearest cold surface.

Breakdown—in vacuum, effects such as Paschen’s law, multipactor, electrical arcing and other phenomena become a serious consideration.

Dimensional anomalies—the loss of atmospheric pressure can cause dimensional distortion in housings, boards and parts.

Migration of lubricating materials—certain lubricants tend to migrate or otherwise disappear in vacuum.

Cold Welding—rotating or sliding metal parts may stick or cold-weld in vacuum.

It became clear that not performing vacuum testing might permit deficiencies in the areas cited to go undetected and prevent verification at the component test level. To determine whether this was a real possibility, each component was reviewed in terms of its materials, parts, application and history for possible problems. The results are summarized in the following paragraphs.

Thermal
To compensate for the addition of convection as a thermal heat transfer process, 5°C was added to the top end of the temperature. Thus, components subjected to thermal cycling underwent temperature level tests which were 5°C higher than those required in vacuum. This was considered by the thermal group to be more than adequate compensation.

Outgassing
All parts and materials were reviewed to provide assurance that they will not outgas. For example, all RCA components utilize printed circuit board construction employing 2-ounce G-11 glass epoxy with electrolytic copper traces coated with reflowed, electro-deposited Sn-Pb (60 to 40%). These boards and the process for their fabrication have been successfully employed by RCA for the past five years on such programs as Tiros, Lunar Orbiter, RAE-AAS, Ranger, etc.

The conformal coatings used were originally developed for Tiros and Lunar Orbiter and then used on other programs. Precautions against gas entrapment and incomplete coatings formulation are provided by de-aerating such materials (pulling a vacuum) when mixing, and a high temperature bake after application. Again these formulations have been thoroughly qualified for use in vacuum by virtue of extensive testing prior to their adoption. Verification of the success of these methods is provided by the successful performance in the cited programs.

The housings are made of 6061-T6 aluminum (0.040-inch thick typical and the tape recorders 0.100 inch; all components are painted with a polyamide epoxy paint which is space-qualified). The harness wire, internal to the components, is made of Teflon-coated copper wire; the connectors are all gold-plated brass. Thus, there is nothing employed which can outgas significantly. There still remained the possibility that improper materials might be inadvertently employed or the process might not be properly implemented. Since this possibility existed on previous programs, an extensive review of RCA malfunctions and test discrepancy history was made to determine what the frequency of occurrence of this type of problem had been. Not one vacuum malfunction in over 10,000 analyzed could be attributed to improper materials or an incorrectly implemented process in applying these materials.

Sublimation
Every part and material was and is reviewed by knowledgeable personnel prior to its acceptance for use in a spacecraft program to ensure that it does not contain material which could sublimate. For example, zinc and cadmium platings and wax-impregnated lacing are not permitted.

The effectiveness of these controls has been verified by reviewing the failure history. Again no failures were attributed to sublimation.

Breakdown effects
The factors which can initiate electrical breakdown in vacuum are well known. These are:

- Voltages present in excess of 200 volts.
- Presence of substantial amounts of RF power.
- High voltage gradients (volts/mil) resulting from sharp edges, etc.

The spacecraft components were reviewed as delineated in the attached table. The only components liable to have problems in this area are transmitters.

Momentum wheel assemblies
Despite their low voltage application, momentum wheel assemblies were tested in vacuum to provide a reference for motor current and assure adequate lubrication throughout the system.

Tape recorders
Since the recorders are hermetically sealed, pressurized and helium-leak tested after each environmental exposure, it was decided that it would be safe to forego the vacuum portion of the test.

DC-DC converters
Although there are no high voltages present, it was decided to subject the prototype units to thermal vacuum because of the newness of the design.

Dimensional stability
The design precautions required to obviate problems in this area are well known and have been taken on the program. These precautions include:

- Adequate numbers of vent holes.
- Structurally sound design (that is, covers are dimpled; materials have adequate safety factors).

Assurance that these measures are more than adequate is provided by the previous performance of RCA hardware. Additionally, a series of tests was conducted on Lunar Orbiter. The rapid ascent of the launch vehicle introduced the possibility of distortions. A series of tests was conducted which required each component to be pres-
surized to two atmospheres. The chamber was then opened, resulting in a rapid decompression. There was no evidence of any distortion.

**Lubrication migration**

This is a significant problem, as evidenced by several shutter problems experienced on certain programs. The use of a properly qualified space grease, Versilube (G-300), obviated the condition. However, to avoid problems, all shutters and open switches were exposed to vacuum as part of the acceptance test procedure.

**Cold welding**

This is a recognized phenomenon in vacuum. The safest course is to pressurize and to expose all such components to vacuum testing.

**Failure history**

The following paragraphs summarize the RCA failure history on several recent spacecraft programs. The conclusions are that components which will be vacuum-sensitive can be successfully anticipated.

**Relay I**

On the Relay I program, there were a total of 141 malfunctions at the component, subsystem and spacecraft levels. Of these, 79 (56%) were associated with the wideband systems (receiver, beacon and transmitter); 25 (17.8%) occurred in thermal vacuum, and 4 of these (3% of the total number of malfunctions) required vacuum to evidence themselves. All of these were in the TWT and associated power supply. This could have been anticipated because of high voltages ($E_n = 1200$ V, $E_{col} = 600$ V) and high RF power (10 watts at 1600 MHz).

**Relay II**

A total of 78 malfunctions were reported at all levels of testing, 60 in component level and 18 on the spacecraft level. Exactly 9 (11.5%) occurred in vacuum; of these, two required vacuum to occur. Not unexpectedly, these involved the TWT and associated high voltage supply.

It is also interesting to note that the percentage of thermal vacuum failures is higher at the spacecraft level than at the component level. This would seem to indicate that the spacecraft test, because of the additional handling, longer test times, and more careful data review, is more effective in detecting failures.

**Lunar orbiter**

There were a total of 1130 test discrepancies at all levels of test; that is, board, component, subassembly and spacecraft. These break down into:

- 196 board-level malfunctions
- 931 component and subassembly
- 3 spacecraft

1150 total malfunctions

Of these, 260 (23%) occurred in thermal vacuum. Four required vacuum to evidence the failure. These included:

- A breakdown of the TWT (12 watts at S-band) bandpass power monitor filter at critical pressure.
- A breakdown of Teflon-insulated wire in the TWT power supply. The supply was required to put out a helix voltage ($E_h$) of 1200 volts and a collector voltage of 600 volts. The fix was to put in silicone rubber wire.
- A breakdown of a capacitor in the TWT power supply in spacecraft test. The failure was attributed to an accidental crease of an aluminum sheet in the capacitor stack causing a voltage stress. The unit had passed flight acceptance testing in vacuum at the power supply and TWT level.
- A breakdown of flex wiring in the TWT in vacuum. Again this was corrected by using silicone-insulated wire.

All of these failures could have been anticipated in light of the criteria cited previously.

**Antenna aspect subsystem of the radio astronomy explorer satellite**

There were a total of 54 failures at all levels of test. Of these, four occurred in vacuum, of which two required vacuum to manifest themselves.

A failure of the DC-DC converter, which was required to produce 400 volts from a 24 volt bus in vacuum. The problem was anticipated, tests conducted and a fix, better venting, was implemented.

A failure of a shutter blade in vacuum. In this case, the addition of Versilube G-300 eliminated the condition. Again, the problem could have been anticipated on the basis of the ground rules cited.

**Classified program, phase A**

On this program, there were a total of 114 malfunctions and discrepancies reported. Of these, 18 occurred in vacuum and 18 in thermal tests. One required vacuum to manifest itself; this was the magnetic stepper switch where the lubrication was found to have disappeared, and the use of Versilube G-300 corrected the problem. The transmitters were chronic problems, passing the supplier’s vacuum but failing in the spacecraft vacuum. They subsequently failed in thermal testing at the supplier after extensive temperature cycling.

**Classified program, phase B**

As a whole, there were a total of 117 test discrepancies at the component level on this program. This broke down into 32 in thermal vacuum and 23 in thermal tests. Considering the longer exposure time in vacuum, it would appear that the thermal test is equally good at detecting problems at the article level. None of the vacuum failures would have required the vacuum test to manifest themselves.

**Conclusions**

The following conclusions were made as a result of this study:

RCA is convinced, based on its experience, that thermal test is equally as efficient as thermal vacuum in detecting incipient defects on certain non-vacuum-sensitive components.

The thermal cycle is more effective than temperature-vacuum storage tests in vacuum.

Certain articles are vacuum-sensitive. These can be identified in advance in terms of their performance, parameters, construction, function or parts.

Thermal vacuum, as performed on previous programs, has not been particularly protective in spacecraft tests.
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Quality assurance in consumer electronics

L. M. Krugman

Like Caesar's Gaul, all Quality Assurance in the Consumer Electronics Division can be divided into three parts: 1) concept and development, 2) design and verification, 3) production and field performance. But unlike ancient Gaul, CED's quality assurance programs and controls are integrated for a Total Quality Control (TQC) System. Since its adoption in 1966, the TQC concept has developed our product Quality Assurance from a control function into a division philosophy.

This is best illustrated by the functional organization chart, which lists just a few of the people who make TQC a go system. Notice that every major operating and planning function is represented. This permeation is basic, and we believe makes our QA activities not just symbiotic but synergetic.

Reliable, fast, and accurate communications, the sine qua non of any successful system, is especially critical in a heterogeneous organization. Therefore, a review of our major audits, controls, and information sources should serve as a vehicle for understanding the CED quality-assurance cybernetics.

Audits and conformance controls

Purchased material inspection

Our Purchased Material Inspection is conventional sample inspection of incoming lots by attributes. This activity processes several millions of dollars worth of materials each day, with individual piece costs ranging from tenths of a cent for mounting screws to over $100 for cabinets.

Process inspection

A 100% inspection for specific attributes is performed at critical assembly and test points. Defects are marked for repair and recorded by failure mode. This information is used by foremen and group leaders for continuous process control. The data is also collated and reviewed by plant and division management to measure performance. The typical in-process performance goals for the color TV line are as follows:

- Chassis Assembly: 2.0%
- Tubes: 8.6%
- Parts: 13.0%
- Test Errors: 1.5%
- Handling: 3.5%

To appreciate what the 2% chassis line workmanship process goal means, it must be understood that a line is composed of 100 or more operators, each performing 10 to 12 operations. The goal allows 14 defects for 700,000 operations. This requires an operator reliability of 99.998%, or each operator must average less than one undetected error every 7 days.

The goal of 8.6% on tubes might seem thin, but considering the number per chassis, its attainment requires an average reliability of better than 99.6%.

A similar condition exists on parts. We often hear of an Acceptable Quality Level of 1.5% on parts. If a significant percentage did come in at that level, we could not find enough troubleshooters to keep the lines running. The handling reject goal also represents more select performance than the raw number might indicate. In addition to passing through over 150 sets of hands, each chassis is put on and pulled off a monorail at least 10 times.

Quality audits

Every major assembly and test operation is monitored by end-of-line and roving Quality Analysts. Their function is primarily problem prevention and process improvement rather than control. The sole exception to this is at the end of the instrument assembly line where every set is given a complete customer operational and visual check just before it is packed.

Life tests

These are conducted at each plant to monitor for adverse trends, and as insurance against anomalous failures. Additional long life data is also generated by the EC Tube Reliability Laboratory in Harrison and the Kinescope Life Testing facilities at Lancaster.

Laboratory measurements and tests

These are made continuously on samples of major chassis and compared to Engineering Specifications. Deviations are highlighted to effect any required corrections.

Consumer acceptance laboratory

The Consumer Acceptance Laboratory (CAL) is the auditing arm of the RCA Sales Corporation. A laboratory is lo-
enced facility. Acceptance criteria is as the name implies, it is a "customer" oriented facility. Acceptance criteria is based on critical evaluation of all appearance, assembly, alignment and operating characteristics. The laboratories are administratively separated from manufacturing operations so that their judgement will not be influenced by production schedule pressures.

The CAL checks the daily production of each line through a random sample drawn from the finished goods inventory. Each laboratory has complete authority to hold production by lot, day, week, or can cause the recall of instruments in the field.

The complete quality performance for each product line is charted and reviewed weekly by division management concurrently with production and sales figures.

**Attitudinal programs**

The importance of individual integrity and self-motivation to the success of a QA program has been well publicized. In complex mass-production organizations, recognition is generally based on group, line, and even section performance. We continue to find, however, that stimulus of individual pride in workmanship produces the more consistent and lasting improvement trends.

John Rothfuss—when he was the Zero Defects Administrator at the Bloomington, Indiana, Plant—encouraged remarkable performance levels with personal letters. For example:

"... your record of testing 484 consecutive chassis without a single reject is certainly an accomplishment for which you can be proud ..."

The CED Vendor Recognition Program was started in 1967 to motivate our suppliers toward higher quality-service performance. Ratings are based on quality (maximum of 40 points), service (30), and price (30), and are applied for six basic categories: electrical parts, mechanical parts, cabinets, plastics, raw materials, and MRO.

Quarterly, the best performer in each category receives a plaque presented in an appropriate ceremony by division and plant management.

### Field quality information

**Warranty returns** reports are issued four times each month listing the part number, quantity, price, and total cost for the top 25 in-warranty part returns. This report gives trend information on high volume items, and serves to focus attention on troublesome components.

The Field Service Engineers are our most valuable source for field performance data. They supply continuous feedback ranging from general subjective Distributor and Dealer comments to specific performance problems. We frequently use the Field Service Engineers to check pilot and preproduction instruments to implement new product prove-in under a wide variety of operating environments.

The Quality Index Dealers program is another source of comparative field performance. These are a selected group of independent dealers scattered across the country. The criteria for their selection are they sell a major brand as well as RCA, and they maintain reliable records on both initial and 90-day service requirements.

Other useful sources include various independent national consumer surveys, Field Sales Reports, and individual customer complaints.

All of these are collated, analyzed, reviewed, and become an information reservoir to help all of the operating activities meet our primary objective: problem prevention.

### References


As part of the CED Vendor Recognition Program, the best performer for a quarter receives a plaque presented in an appropriate ceremony by the division and plant management.
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<table>
<thead>
<tr>
<th>CED Quality Assurance Functional Organization</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Manufacturing</strong></td>
</tr>
<tr>
<td>Quality Control</td>
</tr>
<tr>
<td>Bloomington—J. Freeman</td>
</tr>
<tr>
<td>Indianapolis—W. Hamilton</td>
</tr>
<tr>
<td>Memphis—J. Smith</td>
</tr>
<tr>
<td>Monticello—W. Oakley</td>
</tr>
<tr>
<td>Rockville—W. Davis</td>
</tr>
<tr>
<td><strong>Engineering</strong></td>
</tr>
<tr>
<td>Components Test and Approval</td>
</tr>
<tr>
<td>E. Evans</td>
</tr>
<tr>
<td>Product Safety and Engineering Standards</td>
</tr>
<tr>
<td>D. Obenland</td>
</tr>
<tr>
<td><strong>Materials</strong></td>
</tr>
<tr>
<td>Value Analysis and Vendor Performance</td>
</tr>
<tr>
<td>J. Sourwine</td>
</tr>
<tr>
<td><strong>Product Planning</strong></td>
</tr>
<tr>
<td>Consumer Acceptance Laboratories</td>
</tr>
<tr>
<td>E. Campbell</td>
</tr>
<tr>
<td>Vendor Recognition and Attitudinal Programs</td>
</tr>
<tr>
<td>W. Shaw</td>
</tr>
<tr>
<td>Quality Assurance Engineering and Administration</td>
</tr>
<tr>
<td>E. Hilderbrand</td>
</tr>
<tr>
<td>E. Klingeman</td>
</tr>
<tr>
<td>D. Slider</td>
</tr>
<tr>
<td>Competitive Analysis</td>
</tr>
<tr>
<td>N. Foreman</td>
</tr>
<tr>
<td><strong>Sales Operations</strong></td>
</tr>
<tr>
<td>Product Performance</td>
</tr>
<tr>
<td>R. Shooman</td>
</tr>
<tr>
<td>Field Service</td>
</tr>
<tr>
<td>R. Hamilton</td>
</tr>
<tr>
<td>Technical Services</td>
</tr>
<tr>
<td>H. Horton</td>
</tr>
<tr>
<td>Commercial Services</td>
</tr>
<tr>
<td>L. Manough</td>
</tr>
</tbody>
</table>
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Storage reliability analysis

R. F. Ficchi

Using storage failure rates based on a recent study, mathematical models can now be used to predict operational readiness of some systems. However, in many instances data for particular parts are not available. In addition, very little has been done to develop a more rigorous general approach to storage reliability. This paper will endeavor to develop some of these principles.

Definitions

Storage is the generic term used to define separate states: On the shelf—the state in which a device is not connected to a system but is packaged for preservation and is exposed to relatively benign environments. Inert or dormant—the state in which a device is connected to a system in the normal operations configuration and experiences below normal or periodic electrical and environmental stresses for prolonged periods up to 5 years before being used in a mission.

Concept of strength

Ideal strength

The most general approach to the explanation of the storage problem would begin with an elementary concept that all matter possesses an inherent property called strength. Matter, in the physical world, is always in some configuration and in some state and within some environment. This reality of matter can be called the black box; it is of fixed value and cannot be changed except by changing the nature of the black box. This strength is defined as the ideal strength.

The ideal strength is a function of the intended internal factors, (Fig. 1a) which are "designed-in" to give the black box the material and structural properties desired. These properties are:

Ideal material properties—the physical attributes of the materials used in their

pure states (this includes all properties of the material, e.g., chemical bonds, atomic structure).

Ideal structural properties—the exact physical configuration (e.g., length, circumference and the mechanical independence of the materials which are required to construct the black box).

The ideal strength, $S_i$, for a particular black box is constant with respect to time. This may be expressed quantitatively as follows:

$$S_i = f(P_m, P_s)$$

where $P_m$ are the ideal material properties, and $P_s$ are the ideal structural properties.

The ideal strength is actually made up of many different strengths ($S_{1/2}$), $S_{1/4}$, ..., $S_{1/50}$ all of which represent the ideal intrinsic properties of the black box that allow it to withstand a certain stress.

For example, any black box can be said to intrinsically possess the following strengths:

Ideal dielectric strength.

Ideal current carrying capacity.

Ideal ability to withstand a given temperature.

Ideal ability to withstand a given shock.

Actual strength

The actual strength of a black box is described by the relationship:

$$ideal\ strength - anti\-strength = actual\ strength$$

or

$$S_{ideal} - S_{anti}\; = \; S_{actual}$$

(2)

The anti-strength is defined as the unintended internal factors which contribute negatively to the determination of the actual strength (Fig. 1a). The concept of anti-strength was contrived due to the analogous relationship between strength and its "opposite," and the implications of "negative energy" and anti-matter as postulated by Dirac. The factors that determine the anti-strength are of three types. Two of these factors—a) and b) below—are
An independent of time and are established at time, $t_0$, which corresponds to the time the box is fabricated. The third type—c) below—is time dependent. All are described as follows:

- **a)** Material anti-strength — caused by unwanted impurities present in the materials used and by quantitative inaccuracies in the amounts.
- **b)** Structural anti-strength — the unavoidable degradation resulting from manufacturing stresses (e.g., heat from soldering) and the limitations of measurement which prevent the attainment of the exact physical configuration required and the ensuing effects on the mechanical interrelationship of the materials used.
- **c)** Transient anti-strength—degradation due to intended and/or unintended environmental effects. The stress is thus defined as the external factors that affect the transient anti-strength.

Expressing the above definition quantitatively:

$$S_{at}(t) = K + A_t(t)$$  \hspace{1cm} (3)

where $S_{at}(t)$ is anti-strength (time dependent), and $A_t(t)$ is the transient anti-strength. $K$ is evaluated at time $t_0$ as follows:

$$K = f(A_{mat}(t_0), A_{str}(t_0))$$  \hspace{1cm} (4)

where $A_{mat}(t_0)$ is the material anti-strength and $A_{str}(t_0)$ is the structural anti-strength.

Transient anti-strength is defined as:

$$A_t(t) = f(S_{ss}(t), S_{ss}(t), ... , S_{ss}(t))$$  \hspace{1cm} (5)

where each $S_{ss}(t)$ is the $i^{th}$ time-dependent stress.

The anti-strength (Eq. 3) is also a function of many different anti-strengths, and each of these anti-strengths correspond to the reduction of a specific actual strength. Examples of these different anti-strengths are:

1. The anti-strength which degrades dielectric strength.
2. The anti-strength which degrades current carrying capacity.
3. The anti-strength which reduces the ability to withstand a given temperature.
4. The anti-strength which reduces the ability to withstand a given shock.

Therefore, the actual strength of a component is not simply a single quantity ($S_a$) but is actually made up of various strengths ($S_{a1}(t), S_{a2}(t), ... , S_{a(n)}$) all of which represent intrinsic properties of the black box which allow it to withstand a certain stress.

**Concept of stress**

A black box must exist in the real world of its environment. This environment is everything that is external to the black box and is synonymous to the sum-total of all the conditions existing outside of it (as affected by the presence of the black box). These individual conditions or stresses will, in general, produce deterioration of strength by increasing the anti-strength of the black box. However, some stresses may also cause the anti-strength to decrease or not increase with time.

The external factors or stresses can be classified as intended or non-intended (Fig. 1b). Intended factors are all external factors purposely applied to cause the black box to perform its function as designed. These factors fall into two general categories:

1. Electrical (e.g., voltage applied);
2. Mechanical (e.g., the physical connection of the black box to the system).

Non-intended factors are those external factors which can never be fully controlled or eliminated. These factors can likewise be classified as:

1. Electrical (e.g., spurious electromagnetic radiation);
2. Mechanical (e.g., unwanted shock and vibration);
3. Other "natural" conditions (e.g., temperature, humidity, atmospheric pressure, contamination).

The external factors that cause the deterioration of a black box are generally the result of the interdependence of several processes acting simultaneously. These processes, such as
chemical or electrochemical, create a stress that can have a much more severe effect than the sum of the effects of each stress acting independently. For example, the effects of high humidity and certain contamination acting independently may have little effect on a part, but the two factors acting simultaneously could cause severe chemical reaction.

Grouping available information
The above approach to the understanding of the performance of a black box is summarized by first giving consideration to the strength or stress-determining factors which are not dependent on time. These factors are intimately related to the physical and chemical properties of all material. The following are the time-independent factors which affect the actual strength of a black box:

a) The intrinsic physical and chemical properties of the materials used in the fabrication of the black box.
b) The intrinsic structural properties of the black box as a result of fabrication.
c) The effect of impurities on the chemical and/or physical properties of the material used.
d) The effects of fabrication on the structural properties of the material used.

The second consideration given to the strength or stress determining factors is that of the time-dependent factors:
e) The degradation produced by the electrical stresses applied to the black box.
f) The degradation produced by mechanical stresses applied to the black box.
g) The effects of unwanted electrical stresses developed by some outside source.
h) The effects of unwanted mechanical stresses developed by an outside source.
i) The effects of "natural" conditions on the black box.

The time-independent factors mentioned above are basic to the actual strength of the black box and the time-dependent factors are basic to the stress applied after fabrication. The factors that affect the on-the-shelf storage are time-dependent factors g), h), and i); while those that affect the in-service storage are time-independent factor b) and time-dependent factor g), h), and i).

Mathematical interpretation
For any given component, each strength corresponds to a particular stress which, although intrinsic to the component and always in existence, can only be defined or make itself evident in terms of the corresponding strength, e.g.:

<table>
<thead>
<tr>
<th>Strength</th>
<th>Stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current carrying capacity</td>
<td>Current</td>
</tr>
<tr>
<td>Dielectric strength</td>
<td>Voltage</td>
</tr>
<tr>
<td>Ability to withstand temperature</td>
<td>Temperature</td>
</tr>
</tbody>
</table>

Obviously, a component which must perform a function in the presence of one or more stresses must possess the strengths which corresponds to each of these stresses, and more specifically, must be able to withstand those stresses. In other words, assuming that an individual strength \( S_{i} \) and stress \( S_{i} \) can be expressed in the same units, the magnitude of the actual strength \( S_{i} \) required to withstand a given corresponding stress \( S_{i} \) must be at least equal to, or greater than, that stress; or, if the component is to perform its function, then:

\[ S_{i} \geq S_{i} \]  \hspace{1cm} (6)

By definition, if

\[ S_{i} > S_{i} \]  \hspace{1cm} (7)
	hen the component would be unable to perform its function, and a "failure" has occurred. Since the objective of this study is to provide a method for obtaining failure-rate data, the problem must be interpreted by a time-based model.
Time-based model

The actual strengths of a given component in the performance of a given function can be considered as monotonically decreasing functions of time, with a few possible exceptions where usage will produce a temporary increase in strength. This decrease in actual strengths with time is a direct consequence of the increase in anti-strength with use. Analysis of the manner in which these actual strengths decrease is essential in generating time-based information for storage reliability predictions.

To clarify the relationship between stress and strength, state that the decrease in strength with use can be of two types:

1) The strength decrease which is a result of subjecting the component to a single stress, $SS_i$ (i.e., to the corresponding stress); and
2) The decrease in a given strength, $\Delta S_{A(m)}$, which results from subjecting the component to not only the corresponding stress, $SS_m$, but to other stresses as well.

Thus for $t > t_o$,

$$\Delta S_{A(m)} \bigg| _{t_o} = f(SS)$$

in which Eq. 8 is a special case of Eq. 9 (i.e., only one stress is present). The individual strengths, $S_{A(m)}$, will each depend on the same factors $SS$, and hence will be dependent on each other.

It would now be desirable to introduce an operator which would permit the combination of each $\Delta S_{A(m)}$ of a component and yield a "grouped" or representative picture of the manner in which the total strength of the component decreases when it is subjected to stresses ($SS_1, SS_2, \ldots, SS_n$). This could be expressed as:

$$\Delta S_{A(tot)} = f(\Delta S_{A(1)}, \Delta S_{A(2)}, \ldots, \Delta S_{A(n)})$$

where each $(SS_{A(i)})$ depends on the $n$ stresses applied. However, the generation of such method is superfluous since the interdependence of the different strengths are taken into consideration in Eq. 9. Hence, it will be sufficient to determine each $(\Delta S_{A(i)})$ for the number of stresses in question on a particular application, beginning with time $t$, when operation begins and continuing without interruption. Fig. 2 considers the limited case in which a component is performing a function which subjects it to two fixed stresses ($SS_1$ and $SS_2$). If Eq. 4 has been evaluated at various times $t_o, t_1, 2t, \ldots, nt$, for these two stresses, then we can predict the behavior of each $(SS_{A(i)})$ in similar applications of the same component.

From this point, we can use Eq. 2 (remembering that the quantities $(S_i)$ and $(SS)$ carrying the same subscripts are expressed in the same units) to determine the points at which:

$$S_{A(t)}(t) = f(SS_1, SS_2) < SS_1$$

$$S_{A(t)}(t) = f(SS_1, SS_2) < SS_2$$

Since all solutions for $t$ are defined as failures (Eq. 2), then the smallest $t$ which satisfies inequality 7 is the point in time at which a failure will occur under the given application. A graphic representation of this is given in Fig. 3.

Conclusions

Based on the nature of the particular black box, it is possible to set up an analysis which will enable one to develop time-based data. If the black box under study is a resistor, for example, the strength and stress factors (Fig. 1) can be set down. Then these factors will have to be related to real-time by setting up control experiments to ascertain how long it will take for specific stress factors to reach a level that will satisfy the conditions of Eq. 7. Then, one will have established that one (1) failure will have occurred in this interval of time. At this point, by the application of statistics, a failure rate with a specified level of confidence can be set down.

It must be recognized that there is considerable area of differences of opinion in the approach that has been described. However, it is offered as a particular approach that shows considerable potential for coming to grips with the problem of establishing storage failure rates, where verifiable data does not exist.
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Queue II: A tool for determining system support requirements

H. R. Barton, Jr.

Determination of operational readiness and the comparison of design or support alternatives is accomplished by using a mathematical model, Queue II. In this paper, practical examples are given with supporting formulas to develop the best system behavior with respect to operational readiness, reliability, and downtime.

Queues or waiting lines result from randomly varying servicing rates, or both. Queues can be equipments waiting for repairmen, or repairmen waiting for spares or test equipment. Repair delays involving queues can be introduced at every level of maintenance or supply support, from the operating equipment back to the factory and its vendors.

The operational availability (or operational readiness) of the prime equipment is predictably affected by all of the queues in the support system. The use of Queue II enables rapid computation of the repair delays resulting from such queues, and the affect upon operational availability.

The primary objective of queue II is the evaluation of operational availability or readiness of equipments supported by maintenance and spares at multiple locations and/or levels. Operational readiness/availability is defined as availability time per calendar period, or

\[ R = \frac{A_x}{MTBF + MTR + MLDT} \]

where \( R \) = operational readiness; \( A_x \) = operational availability; \( MTBF \) = mean time between failures; and \( MTR + MLDT \) = all downtime elements, including active repair time, logistic delays, batching, queuing delays, etc.

Queue II evaluates operational readiness by measuring the downtime contribution at each repair level or location and summing commensurably.

Typical queuing problems

Traffic control

A typical problem involving waiting lines, and one of the first applications of queuing theory to solution of practical problems, is exhibited in the analysis of traffic control problems. When the traffic light is green, traffic passes unimpeded. When the light turns red, a waiting line develops. The following green sequence must be set so that sufficient time is allowed to clear the waiting line; otherwise, the remaining automobiles join the waiting line of the next red sequence, resulting in a queue which grows with time.

Gas station

Another interesting queuing problem is the one occurring at gas stations. Queues can develop for gasoline services in one of two ways. An insufficient number of pumps can cause waiting for pump availability, and an insufficient number of pump attendants can result in waiting lines. An insufficient number of pump positions can readily deter potential customers. For this reason, it is quite usual to find more pumps at a station than are normally in use. Assignment of attendants presents opportunities for controlling both the waiting lines at the pumps and the amount of auxiliary workload accomplished, since the attendants can be utilized for numerous jobs when they are not pumping gas. Because of this arrangement, it is often found that the cost of minor repairs at a gas station is less than that involved at a repair garage.

Aircraft squadron

Next is a queuing problem which differs in significant aspects from those previously cited. The subject is a squadron of aircraft whose equipment is maintained at the associated hangar and shops. Failed equipment is transported to the shop, where it joins a waiting line for repair. In many cases, it is replaced before repair by a standby spare. When the failed equipment is repaired, it joins the supply of standby spares. This queuing problem forms a closed loop from failure to repair to standby to replacement. The population of serviced aircraft is usually limited to a small enough number so that the existence of a failure reduces the frequency of demands for service.

Because the population is so limited, it can be seen that the queue waiting for service has the population size as an upper limit rather than the ‘infinite limit’ for the problems previously described.

This problem has been simplified by avoiding mention of additional queues.
involved. Besides the waiting line for shop repair channels and spares, connecting lines can develop for flightline equipment in the aircraft, and for detail repair, overhaul and parts requisitioning at a depot.

**Common characteristics of queuing problems**

The foregoing examples have certain characteristics common to queuing problems. All have been characterized by demand rates, \( \lambda \), for services and all have involved service rates, \( \mu \), the rate at which service is accomplished, or the reciprocal of service time. All of the problems have involved populations, \( N \). For each problem, the population is considered, whether infinite or of explicit finite number. All problems involve some number, \( C \), of service channels, described as the number of active checkout counters in a supermarket, for instance. Essential to their definition as queuing problems has been the existence in each case of a waiting line, \( W \).

The randomness of demand and/or service rates dictates that waiting lines will vary in length, even in stable operation, about some mean value.

Each of the problems has included a customer objective which could be described as the requirement for mean waiting time. Each of the problems also has an operator objective which conflicts with the customer objective. The operator objective in each case can be described by the requirement for maximum service channel utilization. The existence of these conflicting objectives imposes the requirement for tradeoff of the cost of lost sales versus the cost of an added service channel.

**Queue characteristics and relationships**

As described in the previous section, queuing problems may conveniently be separated into finite and infinite queues.

**Finite queue**

The finite queue (Fig. 1) is described as having finite population, \( N \), each unit of which creates demands for services, \( \lambda \). Items requiring services join a waiting line, \( W \), before entering service channels, \( C \), where they are serviced at a rate per channel \( \mu \).

After service, these items either join a supply of spares or return to the ready population. As the waiting line for service grows in length, the ready population decreases and the aggregate demand rate for service decreases. This characteristic guarantees stable queue length for any combination of demand and service characteristics.

**Infinite queue**

The infinite queue consists of some population large enough to be considered infinite from the standpoint of queue effects on the aggregate demand.

A population of approximately 100 is sufficient to provide adequate accuracy in treatment as in an infinite queue. The population generates an aggregate demand rate, \( \lambda \), and items join waiting lines, \( W \) for service before entering service channels, \( C \), where they are serviced at a rate \( \mu \) per channel. After service, they are discharged to the ready population. Since the population is considered large, the size of the waiting line has no significant effect on the aggregate rate of demands for service. Theoretically, therefore, a waiting line could grow infinitely with no reduction in demand. In the real problems we have looked at, customers become discouraged by long waiting lines; however, in practical problems this factor does not caused difficulty of analysis because of the convergence to infinite queue characteristics at reasonable populations.

**Analyzing the infinite queue**

Note the following characteristics for a stable queue. Input of demands to the queue must be equal to the output from the service channels. That is

\[
\lambda = \mu C
\]

where \( C \) represents the mean number of busy service channels for the infinite queue in a stable situation. The mean number of busy service channels, \( C \), is equal to the arrival rate divided by the service rate,

\[
C = \frac{\lambda}{\mu}
\]

This ratio \( (\lambda/\mu) \) is designated as \( P \), the utility factor. Note that the \( \lambda \) described for the infinite queue is an aggregate demand rate, whereas in the finite queue the demand rate is on a "per unit" basis. This must be kept in mind in considering the number value of \( P \).
Fig. 5—Sequential queue.

the utility factor. The mean number of items in queue is equal to

\[ W_0 = \frac{\mu^2}{1 - P} \]

The mean waiting time is

\[ t_w = W_0 / \lambda \]

and the mean time in queue and service equals

\[ t_{ws} = t_w + 1 / \mu \]

Example

Manning for inspection of a product is a problem readily represented by the infinite queue. The infinite queue relationships follow.

- \( C \) equals one channel, represented by a single inspector or inspection team. The arrival rate of items of the product requiring inspection, \( \lambda \), is six units/day. The rate at which products can be inspected by a single inspection team, \( \mu \), is 10 units/day. The computations we require for solution are as follows:

\[ P = \frac{\lambda}{\mu} = 0.6 = C_b \]

The number of units waiting equals

\[ W_0 = \frac{\lambda}{1 - P} = 0.9 \text{ units} \]

The time in queue is equal to the number in queue divided by the arrival rate

\[ W_0 / \lambda = 0.15 \text{ day} \]

Time in waiting and service is

\[ t_{ws} = t_w + 1 / \mu = 0.25 \text{ day} \]

Analyzing the finite queue

Referring to Fig. 1, the closed loop configuration of the finite queue is evident. Again, the mean arrival rate into queue is equal to the mean discharge rate or

\[ N_0 \lambda = \mu C_b \]

where \( N_0 \) is the mean operating population, \( \lambda \) is the demand rate per unit of operating population, \( \mu \) equals the service rate per channel, and \( C_b \) equals the mean number of busy service channels. The mean number of units inoperational \( N_d \) equals the mean number waiting for service plus the mean number of busy service channels

\[ N_d = W_0 + C_b \]

The computations required are as follows:

- The number of units awaiting or undergoing service equals the fraction awaiting or undergoing service times the total of population and spares.

\[ N_s = n_s (N + S) \]

The mean number of operational units in the population equals

\[ N_o = N (1 - d) \]

where \( d \) represents the fraction inoperable in excess of spares. Now \( C_s \), the number of busy service channels, can be derived as

\[ C_s = N_s P \]

where \( P \) of course equals

\[ P = \frac{\lambda}{\mu} \]

The mean number in queue

\[ W_s = N_s - C_s \]

The time in queue

\[ t_w = W_s / \mu C_s \]

and the time in waiting and service is

\[ t_{ws} = t_w + 1 / \mu \]

Example

Let us consider a finite queue example as follows: resident inspectors are provided to inspect facilities at five locations on call, as required. The mean number of calls per day, \( \lambda \), is one per location. The service rate, \( \mu \), is 1.25 calls per day per inspector. The utilization factor, \( P \), is

\[ P = \frac{1.25}{1.25} = 0.8 \]

The easiest way to solve a problem of this type is by utilizing one of the sets of queuing tables available. One such set, which was applied to the solution of this problem, has a format as shown in Fig. 2. For this format a separate page is used for each value of population and for each value of \( P \). Separate columns are assigned for various numbers of service channels. Separate rows designate different numbers of spares assigned to the system. For each combination of service channels and number of spares, two entries are tabulated. The second entry \( n_s \) indicates the fraction of population and spares awaiting or undergoing service. For the example chosen, \( n_s \) and \( d \) have the same value since no spares are involved. For \( C = 4 \) service channels, \( n_s = d = 0.447 \). Where \( C = 5 \) service channels, \( n_s = d = 0.444 \).

The necessary computations follow:

\[ N_s = n_s (N + S) \]

Notice that for four service channels, \( N_s = 2.24 \), and for five service channels, \( N_s = 2.22 \).

Little difference is indicated. The mean number of units operating

\[ N_o = N (1 - d) = 2.76, 2.78 \]

for four and five channels.

\[ C_s = N_s P = 2.21 \]

for four service channels. The number of units waiting equals

\[ W_s = N_s - C_s = 0.03 \]
and the time in queue is
\[ t_q = \frac{W_c}{\mu C_s} = 0.011, \]
for four channels. The time in queue and service equals
\[ t_w = t_q + \frac{1}{\mu} = 0.811. \]

Note that with four service channels, the amount of time in queue is a very small part of the time in queue and service, and that no significant improvement could be derived by adding a fifth channel. An advantage of this tabular analysis is the capability for predicting utility of additional resources.

**Tabular solution of the infinite queue**

When the population approaches 100 units, the behavior of a system approaches that of the infinite queue. This fact makes it convenient to use tables of finite queues of 100 or more units for solution of infinite queue problems, since existing finite queuing theory tables provide convenient and versatile solutions. An analysis of the infinite queue is given above. Consider a tabular analysis using tables of the same format as those used for the finite queue. Consider a tabular analysis using tables of the same format as those used for the finite queue. For explanation of queue II, a new queuing parameter, \( t_{w1} \), must be defined: \( t_{w1} \) is defined as the aggregate waiting time for units in excess of spares.

The service rate, \( \lambda \), equals 10, as before. The utility factor is now
\[ P = \frac{\lambda}{\mu} = 0.006. \]

Enter the tables for \( N = 100, P = 0.006. \)
For a single channel, \( n_s = d = 0.014. \)
For two channels, \( n_s = d = 0.007. \)

From Fig. 3, notice that significant differences arise in waiting time and time in queue and service. As a result of adding a second channel, the total delay to shipment of the product is noted to be halved. If the cost of the additional channel and the cost of delay are known, the optimum number of channels can be established.

**Queue II**

Queue II was developed to enable solution of multi-echelon support problems. Its unique relationship with operational readiness permits assessment of the effects upon readiness of logistics downtime and other repair delays at all support levels and locations.

For explanation of queue II, a new queuing parameter, \( t_{w1} \), must be defined: \( t_{w1} \) is defined as the aggregate waiting time for units in excess of spares.

This factor, \( t_{w1} \), is the contribution of a particular queue to the downtime of a given equipment failure. It is derived as
\[ t_{w1} = D/\mu C_s \]

Where \( D \) = mean number of units down; \( \mu \) = mean servicing rate; and \( C_s \) = mean number of busy repair channels.

Also, \( t_{w1} = d/[(\lambda(1-d)] \)

Where \( d \) = mean fraction of units down and \( \lambda \) = mean failure rate.

In a real operating system, there are multiple repair loops, so that all repair locations are not subjected to a common demand rate. The simplest example of a source of differing demands is that of centralized higher repair levels. Since these support larger populations of equipment than the forward repair shops, the number of demands tends to be larger, for repair of the same equipment type. To compound the problem, some failures require corrective action at only some of the repair locations. Other locations receive fewer demands as a result.

As a consequence of the differing demands seen by different repair locations, it is convenient to convert the downtime parameter (\( t_{w1} \)) from a failure basis to a common time basis. Once this is accomplished, downtime contributions of all repair locations can be summed up to evaluate overall equipment operational readiness.
The conversion is effected simply by weighing the downtime factor \((t_w)\) with the demand rate causing it. For each queue, failure rate weighted downtime,
\[
\lambda \cdot t_w = d/(1-d)
\]
where \(\lambda\) = the demand rate experienced at the particular queue. It can be seen that if all repair levels are analyzed on a common time basis which compensates for differences in repair schedule from the schedule of equipment operations and demand generation, the total downtime contribution is
\[
\sum \lambda \cdot t_i = \lambda t
\]
where \(\lambda_i\) = demand rate at the ith repair location and \(t_i\) = downtime contribution per failure at the ith repair location \((t_w)\)

**Operational readiness** = \(R = A\) \((O) = \text{MTBF}/(\text{MTBF} + \text{MTTR})\)

**Unreadiness**
\[
\begin{align*}
\text{Unreadiness} & = d = 1 - R \\
& = 1 - \text{MTBF}/(\text{MTBF} + \text{MTTR}) \\
& = \text{MTTR}/(\text{MTBF} + \text{MTTR}) \\
& = t_i/(1/\lambda_i + t_i) \\
& = \lambda t/(1 + \lambda t)
\end{align*}
\]

where \(\lambda\) and \(t\) are as defined above. Fig. 4 illustrates a typical repair sequence from equipment site to shop, factory and parts vendor. Fig. 5 illustrates partial queuing representation of such a system.

Queue II provides a tabular solution to each queue, permitting visual trade off of repair channels and spares to achieve the desired downtime limit. Operational readiness resulting from a number of queues is then computed as above. Fig. 5 shows an example of a queuing table produced by application of queue II. The following definitions apply:

\[
N = \text{number of items supported} \\
P = \text{ratio of demand rate and service rate} = \lambda/\mu \\
D = \text{unreadiness (d)} \\
DT = \text{downtime contribution} = [d/(1-d)] \\
C = \text{number of repair channels} \\
S = \text{number of spares}
\]

The tabular entries are of unreadiness and downtime. Note that the two quantities converge for small values. This fact is useful in analysis of real systems. Where the contributions of individual queues are small, a satisfactory approximation to Operational Readiness can be achieved simply by adding values of unreadiness and subtracting the sum from one.

**Queue II application**

Nine radar sites are supported by a field repair shop, and three mobile maintenance vans attached to three radar companies. The following maintenance policies apply:

a) Failure at a radar site is localized to the degree possible by operator personnel.

b) If a spare is stored on-site, operator personnel correct the failure and request a replacement by radio. The replacement will be delivered from the squadron maintenance van by small vehicle. When the replacement is delivered the failed item will be picked up for detail repair.

c) If a spare is not stored on-site, operator personnel call squadron maintenance, and transmit localization data to the degree available. Squadron maintenance personnel proceed to site in an available squadron vehicle, with anticipated test equipment and spares requirements.

d) Field shop is responsible for all field shop repair, so every failure generates a field shop repair demand.

The operational readiness requirement for each site is

\[
R = 0.95
\]

The mean demand rate, \(\lambda\), for radar assembly, xyz, is 0.016/hour. Mean service times are 4 hours for field shop repair, 16 hours travel delay from field shop to squadron; and 10 hours at site including delay for squadron maintenance assistance.

**Utilization factors, \(P\), are**
\[
P = 0.06 \text{ at field shop} = 0.016 \times 4 \\
0.3 \text{ for travel from field shop} = 0.016 \times 16 \\
0.16 \text{ at site} = 0.016 \times 10
\]

Using queue II, tables are produced for
\[
N_1 = 9, P_1 = 0.06 \\
N_2 = 5, P_2 = 0.3 \\
N_3 = 1, P_3 = 0.16
\]

One feasible configuration which satisfies the operational readiness requirement is shown.
\[
N_1 = 9, P_1 = 0.06 \\
C_1 = 1, S_1 = 3 \\
\lambda w(3) = 0.012
\]
\[
N_2 = 3, P_2 = 0.3 \\
C_2 = 4, S_2 = 2 \\
\lambda w(2) = 0.022
\]
\[
N_3 = 1, P_3 = 0.16 \\
C_3 = 1, S_3 = 2 \\
\lambda w(1) = 0.036
\]

This arrangement is described more clearly by considering the meanings of the numbers. The field shop has one repair team, and three spares are assigned to the system to control the weighted repair delay to 0.012.

Four vehicles are assigned to transport replacement items from the field shop to the squadron van, to assure sufficient vehicle availability to limit unreadiness. Two additional spares are assigned to the system for the same reason. Assignment of four vehicles implies significant probability that two will be enroute to the same squadron in the same time period. One squadron maintenance team is required to service the three sites, and two spares are assigned for delays by site repair and travel by squadron maintenance. The total downtime contribution is
\[
\lambda t_1 + \lambda t_2 + \lambda t_3 = \lambda t
\]

where \(\lambda\) = common demand rate, \(t_i\) = downtime contribution per failure at the ith repair location \((t_w)\); and \(\lambda t = 0.036 + 0.022 + 0.012 = 0.070\)

**Unreadiness** is
\[
d = 1 - R = 1/(1 + \lambda t) = 0.071/1.071 = 0.066
\]

**Operational readiness is then**
\[
R = 1 - d = 1 - 0.066 = 0.934
\]

The requirement of 0.935 is met.

**Summary**

Queue II has been used to make support trades necessary to evaluating life cycle cost of systems. It is unique in its capability to determine operational readiness directly, and to permit comparison of design or support alternatives achieving a given level of operational readiness including the effects of queuing and logistic unreadiness.
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The increased complexity of current military systems and the operational concepts that support these systems have caused the military to develop a systems-management discipline called "Integrated Logistics Support" (ILS). This discipline does not treat a system as simply a prime equipment; rather, ILS relates to the analysis and implementation of the many systems elements including computer programs, training, maintenance, facilities, procedures, instrumentation, data reduction, and transportation—in addition to the prime mission equipment factors. The greatest significance of ILS may well be its influence on the effectiveness of the U.S. military forces. This is measured in terms of economics and performance. Moreover, through ILS, the Defense Department is constantly made aware of the consequences if the question of maintenance and logistics support is ignored in the early stages of system design.

To this end, formulas, approaches, and specific computer programs have been developed which consider sensitivity and influence of multiple factors in the total cost-of-ownership in terms of the life-cycle spans involved. Through applications of an existing mathematical model, it is possible to explore a matrix involving many different maintenance policy approaches versus four levels of support:

- Installation
- Organization
- Intermediate
- Depot

Included is the capability to insert into the basic formulae all significant logistics support factors and obtain computer printouts of life-cycle cost under many combinations of the maintenance and support philosophies involved. This printout directly shows the lowest cost approach. Factors can be further refined and adjusted to show the sensitivity of costs to significant parameters, thereby providing quantitative data for optimum planning.

Perhaps of equal significance is the influence of ILS systems engineering trade-offs on equipment design. The greater resource utilization can also result in any studies that highlight potential operational benefits and highlight the related equipment design features. These may include the type and capability of test equipment and certain prime systems design features related to the economics of support, including the interface between the test equipment and the prime equipment.

What is integrated logistic support

Integrated Logistic Support (ILS) is, in effect, the formulation and implementation of a systems engineering plan for the support of prime systems. Emphasis is placed on early integration of the support aspects when systems are in their conceptual phase and when systems engineering tradeoffs can affect designs before making hardware commitments. The ILS elements related to support have recently been summarized by the Office of the Secretary of Defense as:

- Maintainability and Reliability (M&R)
- Maintenance Planning (MP)
- Support and Test Equipment (SE)
- Supply Support (SS)
- Personnel and Training (P&T)
- Transportation and Handling (T&H)
- Technical Data (TD)
- Facilities (FA)
- Management Data (MD)
- Funding (F)

The objective of the ILS is to emphasize these elements in the decision making process and, at the same time, to provide economically a high or specified degree of readiness.

Design engineers will find that they are called upon more frequently to incorporate into system designs those techniques which permit the system to meet all design requirements yet reduce the ownership cost during the life of the system. The trend in the military is to consider total package (or life cycle) costs in many future procurements. A demand, therefore, exists for key management and design personnel who are knowledgeable of, and sympathetic with, the associated systems engineering disciplines.

Table I summarizes many of the effects of maintenance and logistics factors on design. Since over 25% of the defense budget is spent on supporting systems in the field, consideration of these factors is a justifiable ILS objective.
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</tr>
</thead>
</table>

![Fig. 1—Support impact on system design.](image)

Table I—Maintenance and logistic effects on design

<table>
<thead>
<tr>
<th><strong>Design or logistic factor</strong></th>
<th><strong>ILS requirement or significance</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Built-in checkout or monitoring equipment</td>
<td>Inadequacy may cause mission failure due to undetected equipment faults</td>
</tr>
<tr>
<td>On-line fault isolation level</td>
<td>Affects the cost of replacement assemblies</td>
</tr>
<tr>
<td>Maintenance personnel training</td>
<td>Consider simplification of support tasks in equipment design</td>
</tr>
<tr>
<td>Technical data &amp; documentation</td>
<td>Complexity of design increases operations and maintenance documentation costs</td>
</tr>
<tr>
<td>Reliability &amp; maintainability</td>
<td>Perform design tradeoffs on a life-cycle cost basis to set the proper balance</td>
</tr>
<tr>
<td>Repair level decisions</td>
<td>Consider effect of maintenance hierarchy and repair level on life cycle costs</td>
</tr>
<tr>
<td>Test equipment (manual, special purpose, or general purpose automatic)</td>
<td>Consider effect of maintenance workload on choice and location of test equipment</td>
</tr>
<tr>
<td>Management data</td>
<td>Organize management data to simplify incorporation of modifications to fielded equipment</td>
</tr>
<tr>
<td>Funding</td>
<td>Consider support aspects in funding for design engineering</td>
</tr>
<tr>
<td>Equipment packaging</td>
<td>Consider support aspects in addition to reliability, accessibility, heat transfer, etc. in packaging design</td>
</tr>
</tbody>
</table>

In line with the objectives of future logistic support, DoD has prepared the Integrated Logistics Support Planning Guide which outlines concepts and objectives which call for management actions integrating all support elements in order to maximize the availability of equipment and minimize support costs. Intended for use in ILS planning, the procedures of the Guide are designed to reduce costly changes to production hardware or expensive modification of operational equipment. This is illustrated in Fig. 1 (an excerpt from the Guide) which represents ILS early in the design process were emphasized in an address by Dr. Finn J. Larsen where he cites the importance of attaining operational performance, but also comments that, in the past, this was often done at the expense of the logistics aspects of the equipment. The present emphasis is, therefore, placed on achieving the proper balance between logistics and performance by considering the factors which establish the performance and logistics standards early in the design process, and, through judgment and trade-off analyses, to set the proper balance. One of the principal trade-off methods which can contribute significantly to achieving this goal of integrated logistics support is support-system cost-effectiveness modeling. And it will be shown that the integration of the various elements of support can be accounted for in suitable mathematical models for the prediction of support policies and practices which are optimized in a cost sense.

**Support system cost effectiveness model**

The cost model most recently used to characterize and analyze the logistics
support requirements of large-scale military systems has been designated CO-AMP II, CO-AMP II, developed at RCA, evolved from earlier modeling work which was based on the techniques given in Goldman and Lattery's book on maintainability. CO-AMP, in this context, stands for Cost Optimization and Analysis of Maintenance Policies. Although extensive in its treatment of support hierarchy, pipeline considerations, equipment configuration breakdown, test and fault isolation factors, etc., the CO-AMP II model basically relates the demand for support to the supply of support.

Demand is treated as a linear expression involving attrition, failure, false-report-of-failure and utilization rates of operating equipments. The demand is moderated by the effects of outage. Support is characterized in terms of finite numbers of spare items, finite numbers of repair channels comprising maintenance men and test equipment and the interconnecting network between users and support activities. These latter “pipelines” provide the routes for material and requisitions and consider reprocurement paths as well as repair paths.

As its principal outputs, the analysis produces comparative estimates of total life-cycle cost and equipment operational availability between alternate support policies. These alternates involve the levels of support characteristic of military operations. Maintenance capability ranges from unit checkout—through repair by removal and replacement of a module—to module repair by removal and replacement of a part. The capabilities for test and fault isolation are stated as built-in and separate test equipment. Also, the test equipment can be examined as manual or automatic. Consideration can be given to cost data in the time phases leading to and including development, acquisition, and operation. The elements of cost include prime equipment, test equipment, facilities, manpower, material, reorder costs, storage cost, supply administration, shipping and handling, and salvage credits. In addition, the model provides the capability to examine physical factors such as the number of spare items of each type at each location.

The capacity of the CO-AMP to evaluate many support alternatives is illustrated by the deployment matrix shown in Table II. This matrix includes twenty different arrangements of support over four distinct support levels, three levels of hardware logistics discard policy, and three levels of support test capability. For each policy there are four options for stating the location of spare sets. Thus, the program contains 80 different basic configurations. One or more, up to the entire 80, can be accompanied by a single computer run.

The checkout and fault isolation capabilities are designated as:
- cou (checkout the entire unit)
- fmi (fault isolate the unit to the module level)
- fip (fault isolate the module to the defective-part level)

These designations are listed in the right-hand column of Table II and are basic to the definition of a maintenance policy. For example, under Maintenance Policy No. 12, the unit is checked out either by the operator or some form of built-in test at the equipment. The units are then sent to a maintenance unit of the user organization where the units are again checked for false no-go indications. Faulty units are then checked to the module level and faulty modules are fault-isolated to the part level and repaired.

The basic equations used in the formulation of the CO-AMP II model are written to respond to demand for support due to scheduled maintenance, failures, attrition, theft, loss, and false no-go indications on the part of the operator. The equations also recognize each type of routing to establish pipeline quantities and transportation charges. They compute the number of service channels (men, equipment, etc.) and the required inventories of sets, assemblies, and parts to provide support. Support demand is moderated by operating time fraction (utilization rate) and by availability. Float stock for repair, consumption, and service queues is computed, along with back up spares or safety stock. Fractions are assigned to specify the branching processes possible at each support level: repair fraction, not repairable this station (send to higher level) fraction, and scrap fraction. Cost input factors are completely separable between initial production and subsequent replenishment and can be tempered by suitable learning factors.

The designations for the major cost factors which can be considered are given in Table III. This table represents a matrix of the costs during equipment acquisition and ongoing support cost. The time frames are shown as development, production, replenishment, and end of program salvage. Typical examples of the definitions of some of the designated cost elements are as follows:

Cost of prime equipment (cep, CEP) — Development cost (cep) is treated as a non-recurring cost and can include fixed cost factors to account for concept and definition phases, leading to development. The cost for production of prime equipment (cep) is formulated as the sum of a non-recurring cost term plus a recurring cost term which is dependent on the quantity purchased (learning is treated in the model). The cost of built-in test equipment (BITE) is supplied separately in the CO-AMP model to facilitate support system trade-offs.

Cost of test equipment (cts, CTS, ctS) — The cost matrix contains three elements for this cost, namely development, production and replenishment. Development costs (ctsD) are included for both built-in and separate test equipment. Production (ctsP) test equipment includes both non-recurring and
recurring costs, and for the case of the latter, learning factors are used. Replenishment (support) cost for test equipment (CSPR) is formulated as proportional to CSPR. When this formulation is considered inadequate, then better estimates can be made by treating the test equipment as prime equipment in order to compute its support costs.

Cost of maintenance manpower (CMPP)—Provision is made via CMPP to recognize the cost of special training of maintenance manpower associated with test equipment, prime equipment, etc. formulated in the model. The replenishment cost (CMPP) is formulated to compute the cost of maintenance manpower. At the equipment level, cost is computed for scheduled and unscheduled maintenance. At the higher support levels (organization, intermediate, and depot) manpower is charged in proportion to the number of channels and the scheduled work week. In addition, labor rates are set in accordance with skill level required.

Cost of shipping and handling (CSSH, CSHP, CSHR)—The costs of shipping and handling (CSSH and CSHP) are used to formulate the development and acquisition cost of reusable shipping containers and packing design. The terminology “reusable shipping container” is an abstraction and can be applied to include the acquisition of dedicated transportation equipment, etc. The CSHR term accounts for shipping and packing charges and it distinguishes between units, modules, and parts. Further, it recognizes the routes used and permits different costs to be entered for different routes.

The method has been formulated as a computer program which provides for efficient data read-in, short running times and fully formatted output sheets. Provision is made to perform sixty-two iterations of the program for each set of input data and for each support policy examined. This set of computations consists of one computation using the input data parameters and sixty-one sets of computations in which certain of the input parameters are systematically varied.

The results thus obtained are used to construct graphs which display the behavior of the maintenance concept over ranges of the input parameters.

In summary, application of the CO-AMP II model has the capability to:

1) Investigate discard-versus-repair policies at the set and subassembly levels.
2) Consider test equipment as manual or automatic.
3) Consider equipment-level test equipment as separate or built-in.
4) Compute operational availability for each policy recognizing the ability to borrow from another stock location when a given stock pile is vacant. (Safety stocks and risk of logistic shortage can be input based on any level of optimism or pessimism.)
5) Investigate the hybrid support policies which assign various classes of failures to different support levels.
6) Recognize non-recurring as well as recurring cost factors.
7) Vary discretionary procurement holding times to seek optimum reorder buy quantities including consideration of total package procurement.
8) Vary packaging factors to seek optimum total life cost.
9) Investigate the sensitivity of support costs to any significant logistic support parameter.

Table II—CO-AMP II test equipment deployment matrix

<table>
<thead>
<tr>
<th>Support level function</th>
<th>Test equipment function</th>
<th>Maintenance policy number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Built-in test (EU)</td>
<td>EU</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
</tr>
<tr>
<td>Organization (O)</td>
<td>O</td>
<td>X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>Intermediate (I)</td>
<td>I</td>
<td>X X X X X X X X X X X X</td>
</tr>
<tr>
<td>Depot (D)</td>
<td>D</td>
<td>X X X X X X X X X X X X</td>
</tr>
</tbody>
</table>

Legend: eu—Checkout unit
fi—Fault isolate to module
pi—Fault isolate to part

Table III—CO-AMP II cost matrix

<table>
<thead>
<tr>
<th>Cost element</th>
<th>Time Phase</th>
<th>Acquisition</th>
<th>Replenishment support for N years</th>
<th>End of program salvage value</th>
<th>Sub-total by element of cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prime equipment</td>
<td>CSD</td>
<td>CEP</td>
<td>CEV</td>
<td>CEF</td>
<td>CEN</td>
</tr>
<tr>
<td>Test equipment</td>
<td>CTSD</td>
<td>CTSP</td>
<td>CTSR</td>
<td>CT SY</td>
<td>CTS T</td>
</tr>
<tr>
<td>Facilities</td>
<td>CFO</td>
<td>CFP</td>
<td>CFO</td>
<td>CFP</td>
<td>CFT</td>
</tr>
<tr>
<td>Manpower</td>
<td>CMPP</td>
<td>CSMP</td>
<td>CSMP</td>
<td>CMPP</td>
<td>CMT</td>
</tr>
<tr>
<td>Material</td>
<td>CIVP</td>
<td>CIVR</td>
<td>CIVR</td>
<td>CVY</td>
<td>CVY</td>
</tr>
<tr>
<td>Reorder cost</td>
<td>CBOR</td>
<td>CBOR</td>
<td>CBOR</td>
<td>CBO</td>
<td>CBO</td>
</tr>
<tr>
<td>Storage cost</td>
<td>CWHD</td>
<td>CWHF</td>
<td>CWHF</td>
<td>CWHF</td>
<td>CWHF</td>
</tr>
<tr>
<td>Supply administration</td>
<td>CSAP</td>
<td>CSAR</td>
<td>CSAR</td>
<td>CSAR</td>
<td>CSAT</td>
</tr>
<tr>
<td>Shipping and handling</td>
<td>CSHP</td>
<td>CSHR</td>
<td>CSHR</td>
<td>CSHR</td>
<td>CSHT</td>
</tr>
<tr>
<td>Salvage credit</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Cost totals</td>
<td>CD</td>
<td>CP</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Present value at FOC</td>
<td>PVCD</td>
<td>PVCP</td>
<td>PVCR</td>
<td>PVCR</td>
<td>PVCR</td>
</tr>
</tbody>
</table>

Typical results of cost model applications

The following are typical of the types of equipment and systems for which RCA has used the ILS cost models:

- Army Ground Communications System
- Airborne Avionics System
- Aircraft Electronics Subsystem
- Floating Maintenance Facility
- Missile and Space Systems

The results of one of these applications are discussed in the following paragraphs.
As stated previously, the CO-AMP II model includes the calculation of prime equipment availability for each support policy under consideration. Therefore, the determination of the cost/availability ratio (normalized to the policy with the lowest value) can be used as an index of cost effectiveness. Recently, this index was used as one of the figures of merit for evaluating alternate means for supporting a field Army communications set. A field Army deployment of 256 sets of equipment was assumed, and the full capability of the CO-AMP II model to evaluate 80 alternate support policies was employed in the analysis. The sensitivity of support costs to certain selected logistics parameters was also determined by programming the computer to provide the desired output quantities.

The histogram shown in Fig. 2 summarizes the results. The 20 support policies numbered along the base of the histogram represent the 20 basic test equipment deployments as defined by the CO-AMP II deployment matrix (Table II). It will also be recalled that the model can accommodate four options for the location of safety stock. This accounts for the variations shown within each of the basic support policies. The ordinate used in this presentation is the normalized cost/availability ratio (C/A) previously introduced as a possible measure to support system cost effectiveness. Based on this index of system worth, Policy 19-I (the I signifying a safety stock location at the intermediate support level) is shown to be the most cost effective of the 80 possible variations. It is noted that, with the possible exception of Policies 1 and 2, the C/A ratio is relatively insensitive to safety stock location. Although not shown by this presentation, the availabilities are highest with the safety stock located at the equipment (E)—support level, and are successively lower the further the spares are from the user organization. In instances where the specified availability is the governing criteria, CO-AMP II provides the capability for independent examination of this factor.

In general, the higher numbered policies show the lowest C/A ratios, indicating the value of piece-part repair in this particular instance. The Support Policies 13, 14, 16 and 19 (Fig. 2) are shown to be relatively close in their rating on the basis of C/A ratio. These policies were, therefore, selected for cost sensitivity comparisons.

Fig. 3 shows typical results of a cost sensitivity investigation. It contains plots of support cost as a function of mean-time-between-demand (MTBD)—a composite factor reflecting the effects of equipment failures, attrition, and false-no-go's. Below an MTBD of about 500 hrs, Policy 14-E exhibits a cost advantage. Above this point, the curves tend to level off, indicating little advantage above an MTBD of 1000 hrs.

In addition to quantitative tradeoffs, as previously discussed, it is important to examine the elements contributing to the life cycle costs of military equipment. The example shown in Fig. 4 clearly shows that support cost during the life cycle can sometimes dwarf the prime equipment or initial system investment costs in prime equipment. It also illustrates the high costs of manpower over the life cycle.

**Conclusions**

Following the DoD guidelines and directives governing the interface between support and prime systems, the many factors contributing to support costs and operational availability can be evaluated by deterministic modeling techniques. Applications have been made of these models to demonstrate their value in the formulation of logistic support plans and achieving the proper balance between logistics and performance early in the design process. The deterministic approach augmented by sensitivity testing provides the means for examining the factors contributing to support costs and to the balance between logistics and system performance.

The results of applications to individual equipment or composite support complexes comprising many equipments and systems demonstrate the versatility of the analytical approach. Many alternate deployments of equipment and manpower and the cost factors related to integrated logistics support can be examined. And the results can be displayed in various ways to judge the cost effectiveness or systems worth as a basic input to logistics planning.
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Materials characterization at RCA laboratories

Dr. R. E. Honig

The importance of the materials characterization activity has grown enormously during the past two decades, closely following developments in electronically active materials. Because of this substantial growth, materials characterization now includes several new areas. This paper acquaints engineers in the product divisions, as well as a whole new generation of technical staff members at RCA Laboratories, with the facilities available in this field at RCA Laboratories. Specifically, the methods and major instrumentation available for solving problems concerning structure, defects, and composition of materials are covered. This paper answers many of the questions most frequently asked; however, many specific problems could, and should, be discussed, in person, with any of the members of the group.

As recently defined by the Materials Advisory Board, any material is fully characterized in terms of its structure, defects, and composition. We shall not attempt to improve on this definition, which doubtless reflects a great deal of soul-searching on the part of many people. On the contrary, we feel that the major areas of materials characterization to be discussed below are indeed appropriately classified under either structure and defects, or composition.

Table I summarizes present activities in materials characterization, arranged according to area and function, and listing the workers engaged in each major function. Where a name is listed twice, the percentage figures indicate roughly the time distribution between the two projects. The first two areas—microscopy and x-rays—pertain to structure and defects, except for x-ray fluorescence. The next four areas—mass spectrometry, optical spectroscopy, chemical analysis, and nuclear radiation—deal essentially with composition, while the last two entries are general in nature.

Before discussing in more detail the activities in individual areas, it will be instructive to consider a hypothetical solid sample. Fig. 1 depicts such a sample and suggests how it may be characterized by the major methods available. In clockwise order from the upper left corner of Fig. 1, we have four methods to determine surface structures: optical microscopy (OM), transmission electron microscopy (EM)—with and without replica, continuing in clockwise order, we have two methods to measure lattice constants: electron diffraction and x-ray diffraction, and finally, one example for the determination of composition: mass spectrometry (MS).

Structure and defects

Microscopy

The major activities in microscopy are summarized in Table II. Each entry is characterized in terms of sample requirements, magnification, resolution, depth of field, and major applications. It is evident from this table that the magnification and resolution gap existing between the electron microscope and the optical microscope is filled by the recently perfected scanning electron microscope (SEM) which has an unusually wide magnification range, good resolution, and a remarkably large depth of field. Because the SEM is such a recent development, a brief description is appropriate. It consists of a primary electron beam of up to 20 keV energy which scans the specimen surface. Information concerning the surface structure is derived from one of three operational modes:

1) Emissive mode: secondary and/or reflected primary electrons;
2) Conductive mode: induced electric currents flowing through the sample (e.g., charge collection by P-N junctions, and "specimen-absorbed" currents); and
3) Luminescent mode: visible and infrared light emission.

The signal resulting from the interaction of the beam with the sample modulates the brightness of a CRT to produce a picture of the surface. Figs. 2, 3, and 4 show pictures of an MOS device taken at three different magnifications. Fig. 2 (3000×) is a general view of the surface, showing source, gate, and drain. From Fig. 3 (5000×) it is apparent that the gold overlay is not continuous, while Fig. 4 (7000×) shows in detail the polished sapphire.
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substrate, an epitaxial silicon layer, and a projecting ledge of silicon oxide doped with phosphorus. It is this projection which caused cracks in the insulating and conducting overlays and was responsible for the malfunctioning of the device. The enormous depth of field of the SEM is demonstrated in Fig. 5 which shows vinyl record grooves after 10 plays with a ceramic pickup weighing 5 grams. The wear caused by the stylus is clearly seen on the side of the grooves.

The equipment available for microscopic studies includes the following major items: one Leitz “Panphot” Metallographic Microscope for transmission, dark-field, and phase-contrast work; one Leitz “Microphot”; and one “Stereoscan” Scanning Electron Microscope (Cambridge Instrument Co.) installed in March 1967; two RCA Electron Microscopes, Types EMU 3B and 3G, for transmission and diffraction studies; and one “ALBA” Ion Thinning Machine to thin samples down for transmission work.

X-rays

The major x-ray methods in use at RCA Laboratories are listed in Table III in terms of the type of recording employed, the most suitable type of materials to be characterized, and specific applications. While these methods primarily provide answers concerning structure and defects, it should be noted that minor phases present at the percent level can be identified in this fashion, and that x-ray florescence is suitable for determining composition down to the 100 parts per million (ppm) level.

Of special interest is x-ray topography—a method which has become commercially available in recent years for the study and characterization of nearly perfect single crystals (containing less than $10^6$ defect lines/cm$^2$). It consists of a Jarrell-Ash Microfocus X-Ray Generator, a Lang Camera, and a scintillation counter for orienting the crystal. Fig. 6 is a schematic outline showing the three major arrangements used:

1) Berg-Barrett surface reflection topography reveals surface irregularities, such as misfit dislocations;
2) Lang transmission is used for crystals that are relatively transparent to x-rays (absorption coefficient $\mu x$ thickness $t$ < 1), imperfections appearing as enhanced intensity; and
3) Borrmann anomalous transmission is used for relatively opaque crystals ($\mu x$ < 10 to 20), imperfections appearing as reduced intensity.

There is no magnification inherent in any of these three methods since the x-ray picture corresponds to the physical size of the sample. However, details can be brought out by enlarging the prints 20X. Fig. 7 compares a Berg-Barrett topograph a) of a $Ga(As,P)$ alloy epitaxial layer on a GaAs substrate with the corresponding optical micrograph b), at the same magnification. Observe that the trapezoidal arrangement of large white spots corresponds to a set of dark spots in the topograph, and thus must represent growth pits in the epitaxial layer. On the other hand, the crossed grid of white lines, believed to be misfit dislocations, is seen only in the topograph and must be crystallographic in origin.

An example of a Lang transmission topograph is shown in Fig. 8. It represents a magnesium aluminate spinel whose triangular center portion (appearing light-colored) is of high quality, except for the stacking fault; the
Table II—Microscopy.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>SIMPLE MAGNIFICATION RANGE</th>
<th>RESOLUTION Δ Ω (NM)</th>
<th>DEPTH OF FIELD (LAM, UNITS)</th>
<th>APPLICATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELECTRON MICROSCOPY</td>
<td>0.1 &lt; 2000 A OR REPLICA</td>
<td>5</td>
<td>50</td>
<td>PARTICLE SIZE &amp; SHAPE, CRYSTALLIVITY, CRYSTAL GROWTH, SURFACE STRUCTURE DEFECTS, MAGNETIC DOMAINS, PHASE TRANSFORMATIONS</td>
</tr>
<tr>
<td>EL. DIFFRACTION</td>
<td>0.1 &lt; 2000 A</td>
<td>1</td>
<td>200</td>
<td>UNIT CELL DETERMINATION, CRYSTAL MORPHOLOGY, DEFECTS</td>
</tr>
<tr>
<td>SCANNING ELECTRON MICROSCOPY</td>
<td>1</td>
<td>10 - 10²</td>
<td>300</td>
<td>PARTICLE SIZE &amp; SHAPE, SURFACE AND INTERFACE PHENOMENA</td>
</tr>
<tr>
<td>OPTICAL MICROSCOPY</td>
<td>1</td>
<td>10 - 10³</td>
<td>3000</td>
<td>SURFACE MORPHOLOGY</td>
</tr>
</tbody>
</table>

Table III—X-rays: major areas.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>RECORDED METHOD</th>
<th>MATERIAL</th>
<th>APPLICATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>POWDER</td>
<td>PHOTOGRAPHIC</td>
<td>POLYCRYSTALS (POWDERED)</td>
<td>POLYCRYSTALS (POWDERED) (SMALL, SAMPLES)</td>
</tr>
<tr>
<td>DIFFRACTOMETRY</td>
<td>COUNTING</td>
<td>POLY- &amp; MONOCRYSITL EPI TIAL LAYERS</td>
<td>POLY- &amp; MONOCRYSITL EPI TIAL LAYERS (LARGE SAMPLES)</td>
</tr>
<tr>
<td>LAUE</td>
<td>PHOTOGRAPHIC</td>
<td>MONOCRYSITL (BULK, THIN FILMS)</td>
<td>ORIENTATION TO ± 0.5° CRYSTALLIVITY</td>
</tr>
<tr>
<td>SINGLE CRYSTAL</td>
<td>COUNTING</td>
<td>MONOCRYSITL (E.g.: SPHERE)</td>
<td>DIFFICULT ORIENTATION CRYSTAL SYSTEM IDENTIFICATION, LATTICE PARAMETERS</td>
</tr>
<tr>
<td>FLUORESCENCE</td>
<td>COUNTING</td>
<td>SOLIDS, POWDERS, LIQUIDS (2 &gt; 20)</td>
<td>QUAL. &amp; SEMI-QUANT. IDENT. DOWN TO 100 ppm</td>
</tr>
<tr>
<td>TOPOGRAPHY</td>
<td>PHOTOGRAPHIC</td>
<td>MONOCRYSITL, NEARLY PERFECT (/ 10 LINES/cm²)</td>
<td>DEFECTS, STRAINS</td>
</tr>
</tbody>
</table>

Table IV—Comparison of analytical methods.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>COVERAGE</th>
<th>OPTIMUM SENSITIVITY</th>
<th>SAMPLE SIZE</th>
<th>ANALYSIS</th>
<th>CHEMICAL HANDLING</th>
<th>STANDARD USED</th>
<th>ACURACY DEPEND FACTOR</th>
<th>TIME REQUIRED HOURS</th>
</tr>
</thead>
<tbody>
<tr>
<td>MASS SPECTROMETRY</td>
<td>NEARLY COMPLETE, SIMUL, TANNEALS</td>
<td>0.000 - 1</td>
<td>100</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>3</td>
</tr>
<tr>
<td>EMISSION SPECTROMETRY</td>
<td>70 ELEMENTS, ONE AT A TIME</td>
<td>0.01 - 100</td>
<td>10</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>3</td>
</tr>
<tr>
<td>ATOMIC ABSORPTION</td>
<td>COMPLETE, ONE AT A TIME</td>
<td>1 - 1000</td>
<td>100</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>1.02</td>
</tr>
<tr>
<td>NITROGEN</td>
<td>COMPLETE, ONE AT A TIME</td>
<td>1 - 1000</td>
<td>100</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>1.01</td>
</tr>
<tr>
<td>ACTIVATION ANALYSIS</td>
<td>50 ELEMENTS, ONE AT A TIME, IN CERTAIN MATRICES</td>
<td>0.001 - 100</td>
<td>1000</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>1.2</td>
</tr>
<tr>
<td>X-RAY FLUORESCENCE</td>
<td>ALL ELEMENTS WITH 2 &gt; 22</td>
<td>10 - 100</td>
<td>100</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Table V—Analysis of high-purity Zn bars (National Bureau of Standards Lot 1A-2)—in ppm, atomic.

<table>
<thead>
<tr>
<th>ELEMENT</th>
<th>CONCENTRATION</th>
<th>REMARKS</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>0.03</td>
<td>U</td>
</tr>
<tr>
<td>Na</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Mg</td>
<td>0.08</td>
<td>U</td>
</tr>
<tr>
<td>Al</td>
<td>1.5</td>
<td>U</td>
</tr>
<tr>
<td>Si</td>
<td>2</td>
<td>U</td>
</tr>
<tr>
<td>Cl</td>
<td>0.4</td>
<td>U</td>
</tr>
<tr>
<td>K</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Ca</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>Ti</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Zn</td>
<td>0.15</td>
<td>U</td>
</tr>
<tr>
<td>Ag</td>
<td>2</td>
<td>M, U</td>
</tr>
<tr>
<td>Cd</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>La</td>
<td>0.1</td>
<td>M</td>
</tr>
<tr>
<td>Aa</td>
<td>0.3</td>
<td>M</td>
</tr>
<tr>
<td>Ti</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>Pb</td>
<td>0.3</td>
<td>N, U</td>
</tr>
<tr>
<td>Bi</td>
<td>0.3</td>
<td>N, U</td>
</tr>
</tbody>
</table>

**Notes:**
- NU = NON-UNIFORM
- M = MEMORY

The surrounding dark portions are due to growth striations. The Borrmann anomalous transmission topograph of Fig. 9 shows, in reverse contrast, dislocations present in germanium.

The equipment available for x-ray work includes the following major items: one Siemens "Crystaflow 4" three-tube stand for diffraction, fluorescence, and Berg-Barrett topography with associated electronic equipment; one Siemens "Crystaflow 2" and camera; one GE "XRD 1" unit (1938 vintage, now practically a museum piece) for Laue orientation work; two Norelco basic diffraction units with one supply panel for single crystal, Weisenberg, high temperature, and powder ("Unicam" S150) work; one cryostat attachment for diffraction work at liquid N₂ temperature; one liquid He cryostat under construction; and the Jarrell-Ash Microfocus X-Ray Generator and Lang Camera.

**Composition**

The next four areas to be discussed are mainly concerned with the determination of composition. The major parameters to be considered in selecting the most appropriate analytical method may be listed, roughly in the order of importance, as follows: sensitivity, accuracy and/or precision, speed, coverage, standards available, sample size, destructive or non-destructive, bulk or surface impurities, homogeneity, and prerequisite chemical handling. Of all these entries, the first two are clearly of overriding importance, and it is a well-known axiom that they are mutually exclusive. In fact, one may safely postulate that the product of sensitivity times accuracy can only attain a certain maximum value. Speed is an important consideration if there are many samples to be analyzed and manpower.
is limited. Thus, an analysis should preferably be done in a few hours, but must not exceed a few days if the method is to be of practical value. The term coverage indicates what fraction of the impurities present can be detected by the method; the most desirable method obviously covers all elements in the periodic table with high, uniform sensitivity. To obtain absolute rather than relative values, standard samples of known composition are required. Sample size is sometimes of importance, but for most applications adequate quantities of material are usually available. Most methods will analyze for bulk solute rather than relative values, and are indicated; however, the trace impurities must be known a priori and can be determined only one at a time. 

Activation analysis can, for certain applications, have extremely high sensitivity, but is a time-consuming and difficult technique. The major attributes of x-ray fluorescence are its speed and the fact that it is non-destructive.

It is apparent that the choice of a method depends on a detailed evaluation of the problem at hand. In the following, novel developments and equipment available in these different areas are discussed.

**Mass spectrometry**

An AEI “MS7” solids mass spectrometer has been in operation since 1961 and is employed for the determination of trace impurities in a wide range of matrices. The instrument consists of a source which vaporizes and ionizes a small portion of the sample. The ions produced are accelerated, energy-selected, and mass-separated in the electrostatic and magnetic analyzers, and recorded on an ion-sensitive plate. A typical set of mass spectra for a high-purity Zn sample is presented in Fig. 10 which shows rows of increasing “exposure” (total collected charge) vs. the mass scale in atomic mass units. The major ionic species are identified on the bottom line. The blackening values of the mass lines are transformed via a computer program into relative concentrations which are listed, for the same Zn sample, in Table V. The mass spectra recorded on the ion-sensitive plates are evaluated on a Jarrell-Ash Type 23-1000 Recording Microdensitometer.

For the analysis of gases, there is presently under construction a fully bakable system, consisting of an AEI “MS10” mass spectrometer and a multi-purpose, all-metal vacuum system, which is to be used for a wide range of gas-analytical problems.

**Emission spectrography**

This method has been routinely applied to qualitative and semi-quantitative analyses for many years. The equipment in use is a Jarrell-Ash 3.4 meter Ebert Spectrograph, and the plates obtained are evaluated on the microdensitometer previously listed. Studies are underway to develop novel sources of excitation.

**Atomic absorption**

This is a recently developed method that has been in use at RCA Laboratories since early 1967. Fig. 11 shows in diagrammatic form the major components of atomic absorption equipment. A hollow-cathode lamp emits radiation characteristic of the cathode material chosen so as to correspond...
to the impurity to be determined. The light emitted passes first through a chopping wheel, then through a flame produced by an oxidizer gas containing some of the sample dissolved in an appropriate solvent. A suitable line is selected in a grating monochromator, detected by a photomultiplier and phase-sensitive amplifier, and recorded. The absorption of the line intensity is proportional to the concentration of the impurity element in the sample.

Absolute concentration values are determined to ±2% or better with the help of readily made standard solutions. There are many problems formerly done by wet chemistry that can be handled much more quickly by this method, provided the accuracy obtainable is adequate. The equipment used in this work is a Jarrell-Ash “Model 82500” Atomic Absorption-Flame Emission Spectrophotometer.

Wet chemistry

Major equipment available for solving wet chemical problems includes: one F&M “Model 185” CHN Analyzer, applied mainly to organic problems; one Beckman type DU Spectrophotometer for colorimetry; one Fisher Photometric Titrator; and one Micro- and one Semimicro-Balance (Mettler) located in the constant temperature/humidity room.

Activation analysis

RCA Laboratories has facilities at the Industrial Reactor Laboratory (IRL) in Plainsboro, N.J., that make it possible to carry out studies in radiation damage, tracers, and neutron activation. The flux of thermal neutrons ranges from $1.5 \times 10^{13}$ n/cm$^2$/sec at the core face to $10^{12}$ to $10^{10}$ n/cm$^2$/sec in the thermal column. The density of fast neutrons at the core face is $1 \times 10^{16}$ n/cm$^2$/sec, but drops substantially below that of the thermals in the thermal column. Activation analyses are most conveniently carried out in the thermal column. Higher detection sensitivities are obtainable by irradiations at the core face, but in this case radio-chemical separations are required; there are advantages to either system. Activation analysis can be a method of unusually high sensitivity for certain selected impurities whose presence, however, must be known or suspected in advance.

X-ray fluorescence

Work in x-ray fluorescence, already mentioned in the discussion of structures and defects, is done with one of the three tubes on the Siemens Crystalloflex 4.

Automated data collection and processing

For the past four years, mass spectrographic and some x-ray calculations have been carried out via RCA-601
computer programs which were constantly improved and expanded. At present, automated data handling and processing systems based on the RCA Spectra 70 Time Sharing System, are under development which will substantially increase analytical accuracy and precision and, at the same time, reduce delays and sample cost. The reduction in delays and cost is clearly brought out in Table VI. It is clear that in the future such computer-based methods will be applied to the solution of many more analytical problems of a complex nature.

**Interaction with laboratory staff and operating divisions**

The effectiveness of a Materials Characterization Group is limited by its ability to communicate with the rest of the world. To select, for a given problem, the most appropriate technique and then to apply it so that optimum results are obtained in minimum time requires a full understanding of the submitted problem. To this end, a new detailed "Request for Characterization" form has been drawn up (Fig. 12) which attempts to obtain all essential information from the originator of the problem. The heading "Object of Experiment", when properly filled in, supplies the analyst with the background necessary to form an independent opinion concerning the methods best suited for the problem, and enables him to assist in the selection of the most suitable samples and parameters to be studied.

The need for "Complete Description of Sample" and "Specific Information Requested" is self-evident. After the characterization has been carried out, the analyst will fill in all pertinent results in the bottom third of the form. To encourage further inquiries and exchange of information, the name of the person to be contacted, if different from that of the analyst, is given at the bottom.

Because the volume of samples submitted always exceeds the work capacity of the Materials Characterization Group, a sample backlog builds up which is kept under constant scrutiny. To keep the backlog in any one area from growing beyond 2 to 3 weeks, the analyst must be sure that each sample submitted is significant and essential.

The upper right-hand corner of the Request Form is for internal use. It lists the area(s) applicable to the problem posed, and there is space to fill in estimated and actual man-hours and cost required to fully characterize the sample if this is desired by the originator.

**Future developments**

Which areas in materials characterization are most likely to be emphasized in the future? In part, this question can be answered by observing the trends in the types of samples submitted and of the information requested. Thus it is quite clear that interest has shifted from bulk to surfaces and thin films, and from average composition to inhomogeneous distribution of impurities. For this reason, we are seriously considering the addition of an electron microprobe to the roster of major equipment. To check on the purity of gaseous materials used in the fabrication of thin films, a gas mass spectrometer is under construction and will soon be put in use.

Among types of materials, emphasis has shifted from elements to compounds and alloys, requiring a more accurate knowledge of stoichiometry. To this end, attention should and will be paid to improving accuracy and precision of the analytical methods employed to determine the concentration of major constituents, in particular atomic absorption and mass spectrometry.

Because there is a steady increase in sample load whereas manpower is limited, the need for automated data collection and handling via the most recent computer techniques becomes of paramount importance. The punched card system used in conjunction with the RCA-601 computer during the past five years is now being replaced by the RCA-Spectra 70 Time Sharing System which permits instant interaction between analyst and computer. This most recent system which increases accuracy and precision and, at the same time greatly reduces delays and sample costs, will be applied to many more analytical areas.

**Reference**

The 1968 Individual Awards for Science and Engineering

Dr. Zoltan J. Kiss, of the Materials Research Laboratory, RCA Laboratories, Princeton, N.J., recipient of the 1969 David Sarnoff Outstanding Achievement Award in Science . . . "for contributions to photochromic and laser materials."

Dr. Kiss has made important contributions to the understanding and development of new laser and photochromic materials. When he joined RCA Laboratories in 1960, he began work on lasers with emphasis on the study of new materials of potential use in such devices. Specific results of his research include three new laser materials, a sun-pumped laser, and a very efficient laser pumped by cross-relaxation—the first device of its kind. Another result of this research was a new insight into the behavior of rare-earth ions in solids, including phosphors. Recently this understanding has led Dr. Kiss to a quite different field of study, that of the photochrome properties of single crystal, inorganic materials. He discovered several new photochrome materials with greatly improved characteristics and also found a photochrome material—the first with such a property—whose state can be detected without the use of radiation. His personal studies and discoveries have led the way for the very large number of engineers and scientists at RCA Laboratories and elsewhere in RCA who are now studying photochromics and their potential for a variety of applications including data storage and display.

The 1968 Team Awards for Science and Engineering

Lucian A. Barton, Joseph A. Castellano, Dr. Joel Goldmacher, Dr. George H. Heilmeier, and Louis A. Zanoni, Consumer Electronics Research Laboratory, and Dr. Richard Williams, Materials Research Laboratory, all of RCA Laboratories, Princeton, N.J., recipients of a 1969 David Sarnoff Outstanding Team Award in Science . . . "for basic studies of liquid crystals with imaginative ideas for their application to practical displays."

Drs. Goldmacher, Heilmeier, and Williams and Messrs. Barton, Castellano, and Zanoni developed a means of exploiting the electro-optic effect in liquid crystals so that for the first time the electronic control of the reflection of light is possible. In their research on the utilization of the light-modifying aspects of liquid crystals, they discovered new optical effects of particular interest for display purposes. They also synthesized the first liquid crystals to have the desired properties at room temperature. Emphasis was placed on developing materials and structures suitable for television. Applications which may be exploited more immediately are under joint development with Electronic Components, Somerville. Because of this team's work, RCA has been established as a leading center of work in the liquid crystal field, an area with great potential commercial value.

Dr. Zoltan J. Kiss

L. J. Barton

J. A. Castellano

Dr. G. H. Heilmeier

Dr. R. Williams

L. A. Zanoni
RCA's highest technical honors, the four annual David Sarnoff Outstanding Achievement Awards, have been announced for 1969. The awards consist of a gold medal, a bronze replica citation, and a cash prize for each.

The Awards for individual accomplishment in science and in engineering were established in 1956 to commemorate the fiftieth anniversary in radio, television and electronics of David Sarnoff. The two awards for team performance were initiated in 1961. All engineering activities of RCA divisions and subsidiary companies are eligible for the Engineering Awards; the Chief Engineers in each location present nominations annually. Members of both the RCA engineering and research staffs are eligible for the Science Awards. Final selections are made by a committee of RCA executives, of which the Executive Vice President, Research and Engineering, serves as Chairman.

Edward J. Nossen, of the Defense Communications Systems Division, Camden, N.J., recipient of the 1969 David Sarnoff Outstanding Achievement Award in Engineering..."for outstanding individual contribution through the recognition of an unfilled need in the Apollo mission, and the invention of a novel ranging system to fulfill that need."

Mr. Nossen has made several outstanding technical contributions to radar and communications technology. Mr. Nossen was given the difficult problem of providing a backup system for crew safety, in the event of failure of the Apollo rendezvous radar—but with no room or weight available for additional equipment in the space craft. He proposed that the VHF voice radio be used also for range measurement during lunar maneuvers. Mr. Nossen invented a ranging technique based on a 3-tone ranging system capable of measuring range with accuracies to 100 feet while simultaneously achieving the required voice communications. He personally made numerous presentations to NASA, prime contractors, and astronauts, resulting in award of a non-competitive contract to RCA by NASA in October 1967. This VHF ranging system, which has since been described by the astronauts as an operational necessity, was developed and delivered to NASA far ahead of the most optimistic estimates. Mr. Nossen's efforts resulted not only in a brilliant technical success for RCA, and an important contribution to the safety of the Apollo mission, but also in the development of a very profitable area of business for RCA.


Messrs. Berton, Freedman, Goodman, Gordon, O'Neill, Simon, and Stiller and Dr. Sams have developed a computer time-sharing system which surpasses competitive systems in performance, sophistication and versatility. The team distinguished itself by its accurate assessment of the most desirable features comprising computer time-sharing systems; by its rapid response in the successful creation and implementation of the system; by its creativity in the incorporation of novel features which greatly enhanced the utility and versatility of the time-sharing system; and by the significant value the system has added and is continuing to add to RCA electronic data processing systems. The system that was created has a number of sophistications not available in other time-shared systems. These have made it possible to provide a time-shared system to potential RCA customers at a cost not achievable with other systems. Most importantly, the system is designed so that the user cannot interfere with the operation of the system or destroy other users' programs or data. The strongest testimonial to the quality of the RCA system is its acceptance by computer users. It has turned out to be an excellent sales tool for the Information Systems Division and has played a direct role in the number of Spectra 70 sales.

Messrs. Ball, Boltz, Briel, Lang, Lockhart, Wagner and Wharton have made an outstanding new contribution to the development of color camera technology. Specifically, they carried out the engineering work on an important technical breakthrough and its subsequent exploitation via the design, development and public demonstration of a major new product in less than one year. While most commercial television cameras require at least three tubes, this new camera requires only one tube and utilizes an entirely new technology. It employs a stripe filter technique—fundamentally, an 'area sharing' system—to encode the color information in the form of alternating brightness values. The major significance of this development is that it literally cuts in half the cost of any existing color television camera, thus opening up hitherto unreachable opportunities in the educational, industrial and cable television markets. The greatly lower costs of the new RCA camera should thus have far reaching effects on color television's growth, as well as enhancing RCA's competitive position.
Reliability incentive contracts: cost effectiveness tradeoff analysis

E. J. Westcott

This paper reviews a typical military procurement containing performance Incentive-fee provisions. Customer requirements are evaluated and transformed into suitable quantitative indices to permit a detailed analysis of alternatives; thus a basis is provided for selecting the best alternatives to achieve maximum results in accordance with customer's desires and, secondarily, maximum incentive fees. The techniques utilized in the development of the cost alternatives are described to provide an insight into influences on product behavior.

Recent Government procurements have contained incentive fee provisions based on contractor performance within stated cost, schedule and reliability objectives. Since customer objectives are not always stated in a form which permits rapid assessment by management personnel, treatment of the requirements is necessary to provide sufficient visibility to enable decision making.

Typical requirements

A typical set of customer cost, schedule, reliability incentive fee requirements for large-scale production of a previously designed digital equipment (box A and box B) are summarized as follows:

Fixed price incentive fee contract

Fee maximum +20%: Overtun/under-run cost-sharing (customer 70%/contractor 30% up to maximum of 12% of contract value for the difference when contractor bears 100% burden). Reliability incentive: plus $600K to minus $236K (Scale adjusted by number of relevant failures occurring on test samples during qualification and production testing).

Schedule incentive: Implicitly related to reliability incentive cumulative test time for fixed number of units to be placed on test each month and the number of failures permitted are based on rate of production delivery.

The problem confronting industry on such a procurement is to determine the degree of reliability achievable within the confines of the cost of enhancement vs. the economic return (increased fee).

Analysis of the reliability incentive parameters enable the proposing contractor to measure and respond to the real desire on the part of the customer to have the product improved.

These data can be interpreted in the following manner. If the initial equipment design is sound (i.e., electrical performance is achievable; parts selection and application is within good electrical, thermal and environmental design practice; and if the same degree of quality workmanship is expended in the fabrication and manufacture processes), then, the equipment can be reasonably expected to exhibit the same degree of reliability as that previously demonstrated by the developmental units. Since it is hypothesized that the foregoing is a reasonable conclusion, we can infer that the rewards (incentive fee for reliability) are being furnished by the customer for a definite improvement. It follows that a zero incentive reward is to be furnished to the contractor who produces the equipment as prescribed by the customer's specification. It also follows that a negative reward (penalty) is to be imposed on the contractor who tries to improve his profit by cutting corners in the procurement of parts and materials and who does not maintain adequate quality control over manufacturing processes and workmanship.

Reliability fee incentives

The customer-established, qualification-fee incentives (Fig. 1) are applicable during initial qualification testing of nine equipments (box A and box B) for a cumulative test time of 17,000 hours. The fee is greatest for the smallest number of failures and decreases in an exponential manner as the number of failures increases.

A similar set of customer established fee incentives applicable during production testing are presented in Figs. 2 and 3.

Analysis of the reliability incentive fee schedule (Figs. 1, 2, and 3) at the breakeven point (zero fee) provides confirmation of the belief that the customer is providing some latitude in the behavior of equipment being produced as prescribed by his specification. In Fig. 2 it is apparent from the band of acceptable number of failures (box A from 31 to 41) that the customer will not penalize a 14% degradation and will not reward a 14% improvement. This is consistent with the fact that we are dealing with a random process and some variation in observed reliability is expected even though materials and workmanship remain constant. This wide band of no-change in reward/
penalty acts to desensitize the payment of fee as a function of good fortune and extraction of penalty as a function of bad fortune.

Since we are concerned with the ability of an equipment to meet the customer objectives, the data in Figs. 1, 2, and 3 must be converted into design parameters with associated risk. Referring to Fig. 1, we must ask ourselves what incentive fee we can expect from any change in equipment MTBF. The least fee that can be expected is related to the maximum expected number of failures for the MTBF. The maximum expected number of failures is that number for which there is a 50% probability of achieving that number or fewer.

Since we are dealing with a Poisson process this type of problem is similar to that of determining the probability of x or more defects occurring in n trials. The Poisson summation is

\[ P(x, a) = \sum_{s=x}^{\infty} \frac{a^{s} e^{-a}}{s!} \]  

(1)

where: x = number of defects; a = np; c = number of times event occurs; b = fraction defective; and n = random sample size.

This summation is the limit of the Binomial Summation

\[ P(c, n, p) = \sum_{s=0}^{c} n C^s p^s (1-p)^{n-s} \]  

(2)

Eq. 2 yields the probability of the event happening at least c times in n trials. Eq. 1 tabulated by E. C. Molina, was utilized to transform the customer requirements (fee vs. number of failures) into a series of graphs depicting the risks of alternatives (expected least fee vs. MTBF). We proceed as follows:

Given a fixed test time of 17,000 hours; P=0.5, at breakeven (zero fee); and c=nine (9) failures.

To solve for a, using Molina's tabulation (Table II), we find that the break-even (zero fee) can now be calculated by dividing the fixed test time by the value of a. The MTBF for Box A is determined to be 1750 hours. Proceeding in a like manner points may be found for various MTBF values and with other selected probabilities. A family of these curves are generated (Figs. 4 and 5) to provide visibility in establishing the bounds for design analyses.

**Methodology**

A study was conducted, including an analysis of the previously designed equipment: parts lists, failures rate predictions, estimated parts stress levels, estimated parts costs, the prototype Equipment reliability demonstration test results and equipment failure history during the R&D Program. In addition to the foregoing, analysis was performed on the failure trends being encountered in existing programs for parts identical and/or similar to those utilized in previously designed equipment.

During the course of the study it became necessary to analyze additional data such as: parts screening techniques, parts burn-in techniques, board burn-in techniques and manufacturing practices employed in existing programs in order to evaluate results and develop recommendations for employment of additional (expanded) techniques and improved practices and controls to: yield greater reliability, reduce the number of defects encountered during board- and end-item testing, and reduce failures due to workmanship during the fabrication process.

**Ground rules**

During the study the following ground rules were employed: The equipment parts lists and part specifications were evaluated and candidate parts were selected which had corresponding form, fit and function and had previously exhibited lower failure rates and/or were undergoing reliability improvement programs to enhance their reliability.

The following features of the prototype (previously designed) equipment reliability predictions were used as baseline for improvement: The parts count used in the prediction was used as the basis for analysis. The prototype equipment predictions were used as baseline for reliability improvement.

The relative improvement shown for prediction was used as the expected improvement factor for production equipment demonstration, as related to the prototype equipment demonstration results. The cost effectiveness criterion for evaluation of part types was to maximize reliability improvement per dollar.

**Analysis and tradeoffs**

To establish the cost effectiveness of enhancing the reliability of the baseline design an analysis of the qualification and production program reliability cost incentives was performed. The reliability cost incentive data were converted (Figs. 4, 5, 6, and 7) into a form which provides visibility for decision making. The plotted curves present the probability of attaining fee for an equipment with an inherent design MTBF.

In establishing the breakeven point for fee (zero fee) in terms of the number of failures permitted, the customer has established an MTBF requirement of 1750 hours (box A) and 1080 hours (box B). In other words, if the box A design is capable of meeting a 1750 hour MTBF then nine such equipments...
subjected to a 17,000 hour test have a 50-50 chance of meeting the reliability objective and the contractor, would, in turn, receive a zero fee (no penalty/no gain). This incentive feature is more readily observed by entering Fig. 4 at an MTBF value of 1750 hours and zero fee and noting that the point of intersection meets the 50% probability curve. Fig. 5 indicates the expected incentive fee for box B versus demonstrated MTBF. Proceeding in this manner we can now establish the increased amount of fee attainable for various improved design (MTBF enhancement). Figs. 6 and 7 illustrate expected incentive fees versus demonstrated MTBF for box A and box B during production.

It should be noted that while the actual fee schedules for qualification and production incorporate discrete fee-failure relationships, investigation of reliability improvement requires probability analysis, since no guarantee can be given of the number of failures occurring in tests for any given MTBF. For this reason, it was decided to use "expected fee" in making decisions whose value may fall between actual fee increments. Although a specific margin of reliability improvement may not be sufficient to increase "expected fee" by a full increment, it still is favorable in that it provides greater surety of any increments.

Table I contains a summary of fee attainable vs. MTBF achieved for boxes A and B. With this information we are now in a position to examine the maximum amount of investment consistent with maximizing attainable fee.

Prototype equipment test results showed that the box A configuration had accumulated 10,095 total test hours and experienced six relevant failures while the box B configuration accumulated 10,055 total test hours and experienced ten relevant failures. The MTBF calculated for box A was 1685 hours and 1,005 for box B. Projections were made for comparison of the box A and box B MTBF's at the 50% confidence level (break-even) and these were calculated to be approximately 1750 hours and 1080 respectively. It should be noted that a total of 16 relevant failures occurred during the prototype reliability demonstration test program.

Analysis of prototype equipment reliability prediction

The prototype equipment design and reliability predictions were reviewed to determine the relative failure contribution of the various part types. The high failure rate contributors were resistors, diodes, integrated circuits, capacitors and transistors for both configuration box A and box B. Each of the foregoing part types was analyzed in detail in order to develop a list of part type candidates which have similar form factors and improved reliability characteristics. Effort was concentrated upon capacitors and resistors in view of their considerable contribution to equipment reliability, and the relatively low cost of parts having considerably better reliability than those used in the prototype equipment. Of the known possible replacements, those for resistors and capacitors appeared to be most cost effective. Cost estimates were obtained for the initial part type and the recommended part candidate and the information was utilized to determine the total cost impact for reliability improvement.

Reliability improvement analysis

The cost effectiveness of reliability improvement was evaluated by estimating the improvement in mean-time-between-failures and the cost of the high-reliability parts to achieve it, then this additional cost was compared with the expected increase in reliability incentive. The cost incentive provisions of the anticipated contract were not initially considered. Intentionally exceeding contract cost targets was not
Fig. 4—Expected least fee vs. MTBF for various levels of confidence.

Fig. 5—Expected least fee vs. MTBF at 50% probability.

Fig. 6—Expected least fee vs. MTBF for various levels of confidence.

Fig. 7—Expected least fee vs. MTBF for various levels of confidence.
considered an acceptable approach to recommend to management, except where the overrun could be well-defined, and where high confidence is held that favorable results would occur from planned cost overrun. Additionally, if improvement were shown cost effective against only the reliability incentive, the advantage would appear to be clear.

Each high population part type was investigated to determine whether a more reliable alternative part might be available. This investigation involved only five integrated circuit types, but nearly all capacitors and resistors. The reason for this disparity lay in the cost of reliability improvement, smallest for capacitors and resistors, primarily due to initially lower costs per unit, and comparable failure rates. Each proposed alternative was investigated to eliminate those obviously incompatible with physical or electrical requirements of the prototype design. Remaining parts were evaluated for relative reliability improvement, and cost impact on the production program for all applications of the parts in box A and box B. Reliability improvement was estimated by comparing failure rates of original parts from prototype equipment reliability predictions with failure rates of the alternative parts under the same stress conditions. The expected change in equipment failure rate was compared with the prototype equipment prediction, to develop a relative improvement. This relative improvement was compared with the prototype equipment reliability demonstration results, to estimate expected production equipment demonstration results, and the concomitant reliability incentive. This incentive is compared with the total program cost of all alternative parts, less the cost of their original counterparts.

It may be possible that maximum short-term gain would accrue through equipment cost reduction, resulting in expected cost underrun and less reliability than demonstrated by the prototype equipment. This approach was not pursued.

Since the impact of reduced reliability could be expected to impair the contractor's image with the customer which could result in poor prospects for future contracts from the same customer.

### Conclusion and recommendations

As a consequence of this analysis it was found that the use of Hi-Reliability capacitors and resistors for reliability improvement is cost effective and results in higher fee return (Table II).

It is evident from the Table III that the fee return for reliability improvement can be sufficient to offset the cost of improvement, even when this cost is subtracted directly from the incentive fee. Table III clearly shows that maximum net fee gain is attained when the MTRF's of boxes A and B are 3300 and 2000 hours, respectively. This arrangement would in turn yield a net fee gain of $60,000 plus $43,000 for a net total of $103,000.

There is an additional source of cost available in compensated cost overrun less the penalty in cost incentive. The real cost of reliability improvement is not an equal reduction in fee.

The proposed contract has implicit provisions for cost-sharing the improvement program. If the reliability improvement program should result in a cost overrun, the reduction in fee as a result is only 50% of such overrun, even without a scope change which may be justified by the improvement program. With the improvement tabulated in Table II, the net fee gains would be as shown in Table III.

### Table II—Incentive fee improvement vs. reliability improvement.

<table>
<thead>
<tr>
<th>MTRF</th>
<th>Box A</th>
<th>Box B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1750</td>
<td>2200</td>
</tr>
<tr>
<td>Qualification fee (K$)</td>
<td>0.44</td>
<td>.56</td>
</tr>
<tr>
<td>Production fee (K$)</td>
<td>0.75</td>
<td>.115</td>
</tr>
<tr>
<td>Total fee (K$)</td>
<td>1.19</td>
<td>171</td>
</tr>
<tr>
<td>Hi-rel resistors</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Hi-rel capacitors</td>
<td>0</td>
<td>168</td>
</tr>
<tr>
<td>Total (K$)</td>
<td>0.95</td>
<td>168</td>
</tr>
<tr>
<td>Net fee gain (K$)</td>
<td>0.24</td>
<td>3</td>
</tr>
</tbody>
</table>

### Table III—Net fee gains for alternate designs.

<table>
<thead>
<tr>
<th>MTRF</th>
<th>Box A</th>
<th>Box B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2200</td>
<td>2300</td>
</tr>
<tr>
<td></td>
<td>1400</td>
<td>1450</td>
</tr>
<tr>
<td>Program cost</td>
<td>95</td>
<td>168</td>
</tr>
<tr>
<td>Increase (K$)</td>
<td>61</td>
<td>45</td>
</tr>
<tr>
<td>RCA cost</td>
<td>29</td>
<td>50</td>
</tr>
<tr>
<td>share (K$)</td>
<td>18</td>
<td>14</td>
</tr>
<tr>
<td>Reliability</td>
<td>119</td>
<td>171</td>
</tr>
<tr>
<td>incentive fee (K$)</td>
<td>38</td>
<td>45</td>
</tr>
<tr>
<td>Net fee gain*</td>
<td>90</td>
<td>121</td>
</tr>
<tr>
<td>(K$)</td>
<td>20</td>
<td>31</td>
</tr>
</tbody>
</table>

*12% overrun not exceeded

Management should review the cost incentive schedule to determine whether total fee can be maximized by planned cost increase. Another alternative to be reviewed by management is to increase baseline proposal cost to accommodate the cost of some degree of reliability improvement. If an affirmative decision is reached, a further decision is necessary regarding the degree of reliability improvement to be incorporated, and the consequent addition to baseline cost. The risk of this action is the possibility of not being as cost competitive as with the original baseline cost.

In addition to the above there are cost savings which can be achieved during contract performance by having more reliable devices which result in fewer trouble-shooting actions and fewer production interruptions and result in greater fee returns and greater customer confidence and satisfaction.

It is further recommended that the following tasks be implemented after such a production contract acquisition.

### Proposed tasks

1. Perform detail stress analysis in order to detect unusual parts applications and recommend design changes to enhance reliability through parts application techniques.
2. Establish board repair and rework criteria and develop procedures which protect the inherent reliability of the board and assembled piece parts.
3. Establish touch-up criteria and develop procedures which protect the inherent reliability of the board and assembled piece parts.
4. Establish parts handling controls and develop procedures to protect the inherent reliability of the piece parts.
5. Establish procedures which delineate inspection methods and analysis requirements for all discrepant, rejected, dropped, reworked, repaired, touched-up materials and parts.
6. Perform detail worst case circuit analysis in order to recommend design changes which would improve reliability by enabling circuit performance with greater part parameter variation or enabling the selection of parts with less parameter variation.

### Reference

Failure-mode analysis

F. E. Oliveto

Failure-mode evaluation techniques may be applied effectively in system design and product assurance activities. Examples and descriptions are given in this paper, with companion tables, of the analysis of components, circuits, and systems.

Failure-mode analysis can be used to determine the manner in which a device fails; such analysis may be performed at various levels in a system, subsystem, or individual circuit. Whatever level one chooses for evaluation, the functional failure-mode characteristics are determined by utilizing the output states of each element in accordance with the failure mode of the element either open or short.

The failure effect of each component upon the element output is determined by assuming a single failure of components in either the open or short modes; catastrophic failures which tend to make the component either fail in the open or in the short mode. Parameter drift failures are not considered since their random nature involves a radical drift of one or more parameters of the part; when this drift is an increase, it is assumed that the effect will be toward an open mode, while a decrease assumes that the effects will be toward the short mode. Based on these criteria, the percentage parameter drift is distributed proportionally to the open and short modes. Since drift is more noticeable in linear than in digital circuits, it is recommended that drift be considered in a failure-mode analysis to provide a more realistic condition. Combined (multiple) component part failures are not covered in this paper, because of the small probability of occurrence compared to single failures.

In addition to analyzing the element of a catastrophic failure for each component part, the failure-mode study technique evaluates the part or element from the following aspects:

1) Proper usage, necessity, and criticalness of operation
2) Optimum circuit performance and criticalness to the entire system
3) Total system performance... any malfunctions, misuse, and safety which would affect performance of intended functions.

Failure-mode evaluation

The failure-mode evaluation technique analyzes and evaluates the circuit, subsystem, or system for each correct input to determine the output. The failure-mode technique can be used as follows:

1) Evaluate performance of any element: system, subsystem, individual circuit or part.
2) Determine probability of success or failure of a particular element.
3) Plan safety precautions.
4) Perform realistic reliability predictions.
5) Perform maintainability evaluation.
6) Do logistics planning.

To utilize the failure-mode technique, the specified correct input must be applied to the element. A true output is defined as a concurrent correct output for a specific input while a false output is defined as a concurrent incorrect output for a specific input. Thus, an incorrect output indication means that the element is not functioning as expected for a given input. Conversely, a correct output indication means that the element is apparently functioning as expected for a given input. Obviously, either of these circuit outputs may constitute logical 1, logical 0, or any possible voltage state depending upon the input and the expected output.

Typical example

The technique described here is applicable to either a circuit or a system. A two-input gate circuit is used as an example (Fig. 1). The basis for success is that a circuit operates properly when the correct design circuit is given, while a system operates properly when the intended function is performed.

The two-input gate (Fig. 1) provides either of two outputs: binary 0 (−6 volts) or binary 1 (0 volts). The two states of the transistors, i.e., non-conducting (binary 0) and conducting (binary 1) are investigated.

For binary 0 output, the following conditions must exist:

1) $V_{in}$ (input voltage) is zero.
2) Transistor Q1 is not conducting, therefore, output is −6V.

For binary 1 output, the following conditions must exist:

1) $V_{in}$ is −6 volts.
2) Transistor Q1 is conducting, therefore output voltage is zero.

Tables I and II are a general format utilized in the derivations of the various aspects of the failure-mode evaluati...
The catastrophic failure can be the result of an accidentally inflicted damage or some hidden defect. Such a circuit is considered critical and the self-test system features should include the circuit. An example of criticalness would be a discontinuity or a short, which might not be noticed, and the critical function would not be lost.

A catastrophic failure occurs when the primary function or major capabilities are not impaired by some minor malfunction. With such a failure, the intended operation or major capabilities would not be lost.

The addition theorem

1) If two events can occur simultaneously, the probability that either A or B or both will occur is equal to the sum of their probabilities:

\[ P(A \cup B) = P(A) + P(B) - P(A \cap B) \]

2) If the two events are mutually exclusive so that when one occurs the other cannot occur, then the probability that A or B will occur is equal to the sum of their probabilities:

\[ P(A \cup B) = P(A) + P(B) \]

The quadratic equation of two columns in column 7 is equal to the sum of probabilities of failure given in column 5. Such connections have a known probability of breakage that disconnects the part from the circuit and represents a part failure in the open mode.

The output of the element (column 6) is indicated with correct and incorrect statements. When the output is proper for a specified input, an "X" is placed in the correct statement and in the same manner, when an output is not proper for a specified input, an "X" is placed in the incorrect statement.

Each column of correct and incorrect statements is added to determine the sum of probabilities of failure according to the expected failure behavior (open or short) of each component part in the circuit. The total of these two columns in column 7 is equal to the failure probability of the circuit. Now, examine the application of each of the uses of the failure-mode technique to specific problems in system analysis.

Performance evaluation of any element

Self-testing: The most desirable circuit procedure incorporates 100% self-test circuit features; usually, this does not occur because of cost, weight, and schedule considerations. Therefore, one must determine which circuits and how many should be tested in a system.

Considerations of cost, weight, and schedules usually impose a ground rule that perhaps 80% of the circuits can be tested within system constraints; from this, one must determine which circuits should be tested and included in the 80% category. By using failure-mode analysis, the circuits for system self-testing can be chosen by two criteria: criticalness, and high probability of failure.

Criticalness means the relative importance of a circuit to the intended function of the system. Suppose that a specific circuit fails and thus, the system cannot accomplish its intended mission. Such a circuit is considered critical and the self-test system features should include the circuit.

An example of criticalness would be a power supply failure; the system would have no power to operate.

High probability of failure is defined as the probability of system failure caused by the failure of each individual part in any of its possible modes of failure. When the probability is known for every system circuit, the figure can be used as a guide to determine which circuits should be included for the objective self-testing procedure. For example, assume that a choice must be made between equally important circuits to be self-tested; the failure-mode analysis determines, the relative probability of each circuit. Suppose one circuit has the probability of failure of 95% (if any of its parts fail catastrophically either in the open or short mode) but the second circuit fails only 80% of the time (if any of its parts fail catastrophically either in the open or short mode); thus, it is evident that the circuit with the higher probability of failure should be chosen for self-testing. How this relative probability of the circuit failure is obtained will be explained later.

 Fail-safe is a condition where part of a system fails catastrophically in the open or short mode, yet the intended function of the system is maintained so that no inadvertent operation of the system occurs. Failure-mode evaluation determines whether the system fails safe if one of the components fails catastrophically in the open or short mode. One can also determine the components whose catastrophic failures contributed to inadvertent operation such as inadvertent launch of a missile.

Circuit evaluation

Failure-mode evaluation techniques can also be applied to individual circuits or parts; for circuit evaluation, this technique can indicate:

1) Any errors in the circuit overlooked by the designer.
2) Excess parts not necessary to perform the intended function properly (such parts can be eliminated).
3) Circuit simplification by using fewer parts or by some other arrangements.
4) Need for compensatory provisions to overcome difficulties caused by a part failure where the probability part failure mode is uncovered. This might be compensated through redundancy of parts, minimization or reduction of harmful destructive effects and extreme environmental conditions, reselections of parts, alteration in design to eliminate a mode of failure, or the installation of warning devices, circuit breakers, fail-safe mechanisms, interlocks, or failure isolation mechanisms.

Failure-mode techniques applied to individual circuit parts can indicate:

1) Where better quality parts should be...
used to improve the circuit probability of success, and 2) the quantity and quality of spare parts required to assure proper performance of the intended function.

**Probability of element success of failure**

To estimate the relative probability that a given circuit will fail in the output-correct or in the output-incorrect modes, upon the occurrence of failure, it is necessary to add all of the failure rates for the mode considered for a given input. (In system reliability calculations, the basic addition theorem rules of probability are used). The ratio of this sum to the total failure rate is the relative probability of failure (upon failure occurrence) in the mode considered. The probability of failure, in itself, in a given mode for any period of time, is assumed to be an exponential function of $\lambda t$, where $\lambda$ is the total failure rate in the mode considered and $P_i \approx 1 - \exp(-\lambda t)$ when the linear approximation is used, we have $P_i$ (probability of failure) in a practical approximation to be:

$$Q = 1 - \exp(-\lambda t) \approx \lambda t$$

From the two-input gate example, relative probabilities of correct and incorrect outputs of the two states can be calculated. From Table I (when $V_{in} = 0$, and $V_{out} = -6V$), the number of incorrect outputs due to component failures either open or short $= 5$ failures. Five failures $= 0.682011$ failures/million; therefore, the relative probability of the output failing in the incorrect mode is:

**Failure rate due to five failures**

$$\frac{0.682011}{0.9485155} = 0.72 \text{ or } 72\%$$

The number of correct outputs due to component failures either open or short is equal to 10 and, likewise, the relative probability of the output failing in the correct mode is equal to:

**Failure rate due to ten failures**

$$\frac{0.2665045}{0.9485155} = 0.28 \text{ or } 28\%$$

From Table II, $V_{in} = -6V$ and $V_{out} = 0$. The number of incorrect outputs due to component failures open or short is equal to 11. Eleven failures $= 0.4722535$ failures/million, and relative probability of the output failures due to the incorrect mode is equal to:

**Failure rate due to 11 failures**

$$\frac{0.4722535}{0.9485155} = 0.50 \approx 50\%$$

The number of correct outputs due to component failures either open or short is equal to 4. Four failures $= 0.476262$ failures/million and relative probability of the output failures due to the correct mode is equal to:

**Failure rate due to 4 failures**

$$\frac{0.476262}{0.9485155} = 0.50 \approx 50\%$$

**Table III** shows the relative probabilities of both states calculated from the two-input gate example. [Editor’s note: Failure modes of integrated circuits were covered by the author in a separate appendix B which was not included because of space limitations. Modes of failure for nine different types of circuits are analyzed. Such data is useful in circuit, system, or module analysis.]

**Table I—Input $(V_{in}) = 0$; output $(V_{out}) = -6$; and $Q_i$ not conducting.**

<table>
<thead>
<tr>
<th>Column 1</th>
<th>Column 2</th>
<th>Column 3</th>
<th>Column 4</th>
<th>Column 5</th>
<th>Column 6</th>
<th>Column 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component parts (number &amp; type)</td>
<td>Component parts failure rate (in parts per million MIL-HDBK-217A used)</td>
<td>Component parts failure modes and associated probability of a failure occurring of each mode</td>
<td>Component parts failure probability due to failure mode product of cols. 2 &amp; 3</td>
<td>Solder joint adjustment factor</td>
<td>Failure rate according to output description</td>
<td>Failure rate according to output description</td>
</tr>
<tr>
<td>$R_1$ (MIL-R-22684)</td>
<td>0.125</td>
<td>Open (0.98)</td>
<td>0.122500</td>
<td>0.122501</td>
<td>$x$</td>
<td>$x$</td>
</tr>
<tr>
<td>Fixed Film</td>
<td>0.0035</td>
<td>Short (0.02)</td>
<td>0.002500</td>
<td>0.002500</td>
<td>$x$</td>
<td>$x$</td>
</tr>
<tr>
<td>$R_2$ (MIL-R-11)</td>
<td>0.125</td>
<td>Short (0.03)</td>
<td>0.003255</td>
<td>0.003255</td>
<td>$x$</td>
<td>$x$</td>
</tr>
<tr>
<td>Composition</td>
<td>0.0035</td>
<td>Short (0.07)</td>
<td>0.002245</td>
<td>0.002245</td>
<td>$x$</td>
<td>$x$</td>
</tr>
<tr>
<td>$R_3$ (MIL-R-22684)</td>
<td>0.125</td>
<td>Open (0.98)</td>
<td>0.122500</td>
<td>0.122501</td>
<td>$x$</td>
<td>$x$</td>
</tr>
<tr>
<td>C1 (MIL-C-11015)</td>
<td>0.0050</td>
<td>Short (0.02)</td>
<td>0.002500</td>
<td>0.002500</td>
<td>$x$</td>
<td>$x$</td>
</tr>
<tr>
<td>Ceramic</td>
<td>0.0050</td>
<td>Short (0.05)</td>
<td>0.002500</td>
<td>0.002500</td>
<td>$x$</td>
<td>$x$</td>
</tr>
<tr>
<td>CR1 (MIL-S-19500)</td>
<td>0.140</td>
<td>Short (0.095)</td>
<td>0.004750</td>
<td>0.004750</td>
<td>$x$</td>
<td>$x$</td>
</tr>
<tr>
<td>Silicon</td>
<td>0.140</td>
<td>Open (0.03)</td>
<td>0.007000</td>
<td>0.007000</td>
<td>$x$</td>
<td>$x$</td>
</tr>
<tr>
<td>C-Open (0)</td>
<td>0.0000000</td>
<td>B-Open (0)</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>$x$</td>
<td>$x$</td>
</tr>
<tr>
<td>Q1 (MIL-S-19500)</td>
<td>0.550</td>
<td>E-Open (0)</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>$x$</td>
<td>$x$</td>
</tr>
<tr>
<td>PNP Ge≤1W</td>
<td>0.550</td>
<td>C-Open (0)</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>$x$</td>
<td>$x$</td>
</tr>
<tr>
<td>C-E-Short (37)</td>
<td>0.3465000</td>
<td>C-E-Short (37)</td>
<td>0.3465000</td>
<td>0.3465000</td>
<td>$x$</td>
<td>$x$</td>
</tr>
<tr>
<td>Short (0.125)</td>
<td>0.0000005</td>
<td>B-Short (37)</td>
<td>0.2035000</td>
<td>0.2035000</td>
<td>$x$</td>
<td>$x$</td>
</tr>
</tbody>
</table>

**TOTAL**

From Table I, 1/13 failures $= 0.007692$ failures/million or probability of failure $= 0.007692$; for Table II, 1/13 failures $= 0.007692$ failures/million or probability of failure $= 0.007692$.
Safety precautions

Safety is defined as freedom from potential or actual occurrence of undesired, unscheduled, or out-of-sequence events that jeopardize life, health or property.

The objective of the failure-mode evaluation technique is to provide direction for achieving safety from the research and development phase through the operational phase without compromising essential characteristics of the system. Some objectives are as follows:

1) Design safety into the system and therefore avoid retrofitting.
2) Optimize the safety level of the system to protect personnel and equipment from potential hazards.
3) Prevent accidents which would damage or destroy system elements.

Failure-mode analysis points out potential hazards due to the component parts catastrophic failures early in the design phase so that potential hazards can be eliminated.

By conducting a failure-mode analysis the designer can determine which component parts (when failing catastrophically) would place the circuit or the component part or module in hazardous state. Results of the failure-mode analysis provide an evaluation of safety of the element with respect to component parts catastrophic failures.

By performing the failure-mode analysis study, tables can be generated and maintained as functional safety input data; such a functional analysis tool used in the entire system assures compliance with specific system criteria pertaining to hazardous conditions.

Such tables can be described as road maps illustrating the relation of all of the element functional outputs to the component parts or the circuits. Fault and failure occurrences of the element due to catastrophic failure are described in functional terms, in terms of the circuit or the component part failure modes.

Realistic reliability predictions

When component failure has no effect on the ability of the system to meet its main function, the component part failure rate can be eliminated to give a realistic (true) failure rate of the system operation. For example, when total system failure rate is equal to 100'/10^6 and when some of the failures analyzed in the failure-mode evaluation technique (either catastrophic or degradation) have no effect on the system operation, then the realistic system failure rate is determined as follows:

\[
\lambda_r = \lambda_c - \sum \lambda_i
\]

Where \(\lambda_r\) = realistic system failure rate; \(\lambda_c\) = total system failure rate before failure mode evaluation study; and \(\sum \lambda_i\) = the sum of the component parts which have no effect on the proper system operation.

Using the number in the example just mentioned:

\[
\lambda_r = 100'/10^6
\]

Assume that \(\sum \lambda_i = 10'\)
Then \(\lambda_c = 100'/10^6 - 10' = 90'/10^6\)
\(\lambda_i = 90'/10^6\)

The failure rate of component part failure modes not impairing system operation in any manner whatsoever would be eliminated as a possible catastrophic failure. Even if they should fail, the system would still complete its intended primary function. It would be unrealistic to penalize the system with a lower probability of success because of component part failure modes that do not contribute to proper system operation. Otherwise, this penalty would have to be offset in various ways to increase the probability of the system success. For example, extra redundancy, circuit redesign, or better parts might be used; all this would increase cost, weight, and time.

Maintainability evaluation

Maintainability is concerned with the probability that a failed item of equipment will be restored to operability in not more than a specific interval of down time when maintenance and administration conditions are stated. Failure-mode analysis is useful for evaluating maintainability because it provides insight into:

1) Repair of circuit or equipment after a failure has occurred.
2) Maintenance of the circuit or equipment in operating conditions, or the proper corrective action during preventive maintenance operations.

Such information can be obtained by using the following trouble-shooting methods based on the results of the failure-mode evaluation technique:

1) The relative probability of failure of the component parts or modules can be used to diagnose a circuit. Assume that an equipment failure has to be diagnosed to the module level; on this basis, it is best to start to trouble-shoot the module having the highest relative probability of failure, and then take the next highest and so on.
2) By utilizing Tables I and II, it is possible to determine what effect various component parts have on a specific circuit or equipment or, in case of the modules, which ones affect equipment functions. These tables point to the relationship between an output and the individual component part or modules. From the tables, the output can be designated as either correct or incorrect. The actual description of the output condition should be stated exactly when known, for each individual component part. For example, when a component part or module fails catastrophically either open or short, the actual output condition, such as shift in frequency, a rise in voltage, or too much gain, should be stated. By doing this for each individual component part, a complete view of the cause of the circuit or equipment malfunction is obtained.

Another designation for the output condition is to categorize catastrophic failure (open or short) of the component part or module as critical, major and minor effect.

Logistics planning

Logistics not only encompasses spare parts, overhaul facilities and power needs, but such support considerations as installation and checkout procedures, technical manuals and training . . . all aspects of equipment utilization except those of operation.

The failure-mode analysis technique effectively analyzes and determines spare parts requirements and total provisioning requirements; this is done by using results of relative probabilities of failure, the criticality analysis, and the overall use of the tables given in the example.

By performing the failure mode analysis, the items critical to the equipment operation can be determined and decision criteria can be developed for spare provisioning. The relative probability of failure of the component parts or modules are employed strictly to compare one item against another or the
relative importance of having item A as a spare instead of having item B or C. After the failure-mode analysis is completed, all of the relative probabilities of module failures are known. By using these relative probabilities, the spares provision can be determined to accomplish the intended function. Assume that spares are to be determined between two equally important modules, but only one of these modules is to be considered for spares. The following factors should be considered to decide the best possible choice of module: 1) relative probability of each module, and 2) the number of modules used in the equipment.

Assume that a relative probability of failure of .05 for module A was calculated from the failure mode evaluation, and B was calculated to be .10; also, there are 10 modules of type A of equal importance in the equipment and 3 modules of type B also of equal importance. By using the binomial distribution, the new relative probability of failure of 10 modules for A and 3 modules for B will be determined:

\[
P_f = \sum_{x=1}^{n} \binom{n}{x} P_x (1-P)^{n-x}
\]

where \( P_x \) = relative probability that at least one out of \( n \) modules will fail; \( P \) = relative probability of one module; \( n \) = number of modules used in the equipment; and \( x \) = number of modules which are predicted to fail.

Therefore, let us calculate the relative probability that at least 1 out of 10 type A modules will fail:

\[
P_f = 0.05, \quad 1-P_f = 0.95, \quad n = 10, \quad X = 1
\]

\[
P_f = \sum_{x=1}^{10} \binom{10}{x} (0.05)^x (0.95)^{10-x} = 0.3151
\]

The above equation states that the probability of 0.3151 that at least one out of the ten type A modules will fail, when the failure probability of one is equal to 0.05.

Similarly, for type B modules, we have:

\[
P_f = 0.10, \quad 1-P_f = 0.90, \quad n = 3, \quad X = 1
\]

\[
P_f = \sum_{x=1}^{3} \binom{3}{x} (0.90)^x (0.10)^{3-x} = 0.2430
\]

Therefore, it is observed that, even though the type B module has the higher probability of failure, the type A module will be chosen for spare provisions, since, from the equipment point of view, there is a higher probability that at least one out of the 10 type A modules will fail rather than one out of 3 type B modules.

Having chosen type A module for spare provision and knowing that relative probability of at least one of the 10 modules of type A to be 0.3151, how many of the type A modules need spares?

Assume that time of operation and cost are not involved; also assume that a probability level of total modules of the particular type used in the system is required (type A modules).

Therefore, the number of type A modules to require spares would be:

\[
P_f = 0.3151 \quad \text{Failure probability of having one unit of the 10 modules in fail state.}
\]

\[
P_a = 0.6849 \quad \text{Probability of success of having 10 modules of type A in the success state.}
\]

\[
P_{10} = 0.95 \quad \text{Probability of success of one module of Type A.}
\]

\[
P_{x} = 0.98 \quad \text{Desired probability of success of the 10 modules of type A used in the equipment.}
\]

\[n = ?\]

\[n-x = ?\]

\[\text{The spares that would be required of type A modules.}\]

Using the binomial distribution, we have:

\[
P_f = \sum_{x=1}^{10} \binom{10}{x} (0.95)^x (0.05)^{10-x} = 0.98
\]

By using the accumulative binominal distribution, it is found that in order to have a probability of success of 0.98 and \( n = 12 \) is needed, that is:

\[
P_f = 0.98 = \sum_{x=12}^{10} \binom{10}{x} (0.95)^x (0.05)^{10-x} = 0.98
\]

therefore, \( n-x = 12 - 10 = 2 \)

The above equation states two spares are necessary for at least 10 modules to operate with a probability of success of 0.98. It was assumed for the example that time was not involved, since it was only a comparison between two modules; but suppose time is involved, then the new probability of failure or success for each individual module must be calculated. Using the formula \( e^{-At} \), which assumes constant failure rate, the probability that no failure will occur in a given time interval of operation is given by:

\[
R(t) = \exp(-\lambda t) = \exp(-\lambda \cdot \text{MTBF}) = P = \text{probability of success}
\]

where \( \lambda \) = failure rate of the component parts (or module) = \( 1/\text{MTBF} \); \( \text{MTBF} \) = mean time between failures of the module; and \( t \) = mission or operating time;

If \( PS = \exp(-\lambda t) \), then \( 1-PS = 1-\exp(-\lambda t) \).

We have:

\[
P_s = \sum_{s=1}^{x} \exp(-\lambda s) \left( \sum_{s=0}^{x} \exp(-\lambda s) \right)^{-x}
\]

If the linear approximation is used, as described before, we have:

\[
P_s = 1 - \lambda t
\]

\[
P_s = \sum_{s=1}^{x} \exp(-\lambda s) \left( \sum_{s=0}^{x} \exp(-\lambda s) \right)^{-x}
\]

Therefore, the above formula states that if at least \( x \) modules are required and given a \( P_s \) with a certain failure rate (\( \lambda \)) and operating time (\( t \)), then the number (\( n \)) can be computed by using \( (n-x) \) and the number of spares can be determined.

**Summary and conclusion**

The failure-mode analysis technique is of great value to the design engineer and the product assurance activity. Failure mode analysis can be utilized for:

1) An evaluation technique for any element.
2) A determination of the probability of success or failure of a particular element.
3) A realistic reliability prediction.
4) Eliminating potential hazards for safety purpose.
5) Determining maintainability evaluation.
6) Logistics planning.

The charts or tables generated as a result of the failure-mode evaluation serve as a checkout of most failures encountered. Therefore, this technique properly used, can save equipment failures, time, and cost in the overall system operation.
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Computer processing of records for measuring and test equipment

L. E. Cyr

Thousands of pieces of measuring and test equipment (MTE) at the Astro-Electronics Division now provide better accuracy and are controlled for optimum utilization. In addition, data reports on MTE items cost less to prepare, and timely special reports can be produced with greater ease. This improvement was brought about by using a computer to generate management and logistics information from the massive files of descriptive and historical data associated with large quantities of MTE. This paper describes the types of data collected, the method of presenting it to the Spectra 70 computer, and the selected-information reports that can be obtained by means of the present computer program.

The Automated MTE (Measuring and Test Equipment) Control Program at AED was developed by Management Information Systems for the Test Equipment Maintenance and Calibration Activity to enable the timely and effective maintenance of the thousands of electronic measuring and test equipment, and critical tools, used to design and construct components and systems for aerospace applications at AED. The program recently was transferred from an RCA 301 computer to its replacement, a Spectra 70, which increased the speed of processing data and further reduced operating costs. Full use is made of the Spectra 70 capabilities for high-reliability record storage, data processing, and reporting. At present the master file is updated weekly and the average maintenance cost of an inventory record is 60 cents/year.

This MTE control program ensures that:

- Equipment inventory records are current and accurate.
- Equipment will be available for planned demands.
- Equipment is calibrated at optimum intervals.
- Equipment is serviced at routine intervals, and replaced when maintenance becomes inefficient.
- Equipment's spare parts stocks are efficiently related to requirements.
- Maintenance workloads are planned for most efficient use of manpower.

Master record

All information on a specific equipment is maintained on a measuring and test equipment history card (Fig. 1). Three types of information are carried on this card: the top section contains “current” information; the lower two sections record the calibration and repair history, and the movement and inventory history.

Handwritten information entered initially or as corrections on one of these cards is key-punched and used as input data for the computer. An updated printout then is produced by the computer.

Current information

Current information includes four categories:

1) An equipment's unique identification,
2) Its present assignment and location,
3) The incorporating MTE system (if applicable), and
4) Its calibration status.

The unique identification includes not only the manufacturer, model and serial numbers, and functional description, but also information such as the date received, cost, owner, warranty date, expiration date, property tag, purchase number, purchase order or ITR concerned, appropriation number, and a calibration-instruction reference.

The assignment and location identifies the custodian, plant (or other) location, shipping memo, related contract, facility forecast, and the scheduled date of return.

The system information includes the system inventory number, model, serial number, and general description.

With this data, units may be reported by systems so that the calibration times for all equipments may be shifted to equivalent periods or multiples of the shortest period.

Calibration information comprises two groups. The first is substantially unchanging and consists of the calibration-interval (or cycle) code letter and time period, the average time for calibration and repair for the type of equipment (given in hours and tenths), and the inventory code, which is the last digit of the last year the equipment was inventoried. The second group consists of the date of the last calibration or repair, date of the last scheduled calibration, and due date for the next calibration. This information is automatically updated as each request for service is issued.

Calibration and repair history

A maximum of 15 repairs or calibrations can be shown on an MTE history card. As more entries are needed, the earliest entry is dropped from the card (but is retained in the computer file). The information listed in this section of the card includes:

Reprint RE-14-6-19
Final manuscript received December 30, 1968.
The scheduled date for calibration, The date of receipt of the equipment for calibration or repair, The actual calibration or repair date, The current calibration-cycle code and period, The time elapsed since the last work done, The number of hours required for current maintenance, Work and malfunction codes, Inventory numbers of equipment (up to six) utilized in maintenance operations, Circuit symbols of parts repaired or replaced (up to three can be listed on the card, but 12 may be entered into the computer file), and the initials or code identifying the individual performing the service operations.

**Movement and inventory history**

Fifteen entries showing equipment relocations or inventory events can be accommodated on this part of the card. When a sixteenth (or succeeding) takes place, the earliest card entry is dropped. The "movement" information is received on a Location Notification form and is used to automatically update the entries (as specified) for dates of possession, custodian, shipping memo, physical location, contract subtitle, and facility forecast number. Inventory information is recorded at the time of annual inventory and updates the inventory code entry.

### Computer processing

**Input data**

Logically selective and properly organized input data to a computer can be of great help in minimizing processing costs. The MTE program provides for seven input formats, of which three (number 1, 3, and 4 of the next listing) provide 90% of the input data. These inputs are entered into the computer on the following forms:

1. Master record (MTE history)
2. Master record deletion
3. Service request
4. Arrival notification
5. Location notification
6. Calibration and movement activity deletion
7. Special data request

**Routine reports**

For the purpose of this paper, "routine" reports are considered to be those produced on a periodic basis to ensure that calibration and maintenance for each equipment are performed and recorded in accordance with the established requirements, as distinguished from "special" reports, which are essentially statistical data required to properly maintain and control the record-keeping system, and to permit comparisons, conclusions, and prediction to be made on the basis of total performance.

Data must be submitted to the computer in pre-established codes and formats. Deviations from these result in a supplementary error report after each printout, listing items which cannot be processed or cannot be located in the computer stores due to erroneous input.

To produce the first MTE history card for the maintenance activity file, all available information is written on a blank MTE history card. The informa-
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Fig. 2-MTE service request form.

When an equipment is permanently removed from AED inventory, a master record deletion form is initiated; a final MTE history card then is printed, at which time all information is automatically removed from the computer stores. The deleted inventory number may be used again, if so desired.

The service request from (Fig. 2) is produced by the computer when maintenance scheduled for an equipment is due, or it is issued by the equipment custodian for unscheduled maintenance. It uniquely identifies the equipment concerned, includes pertinent related information, and the reason for issuance of the request. When a service request, issued through the maintenance activity, is received by the equipment custodian, he either releases the equipment to them, or sends a “non-releasable” notification, giving the earliest feasible release date. When the equipment is received, maintenance forwards a copy of the service request and an arrival notification to the computer. Entry of the content data informs the computer that inventory No. X has been received, thus preventing the issuance of new service requests for that item and preventing its inventory number from appearing later in an error report. When a “non-releasable” notification is received, it also is fed into the computer, which then issues a new service request at the release or “slippage” date given in the notification.

In both of the preceding two cases, a new MTE history card is printed out with an additional history line recording the new information. Upon completion of calibration or repair, a description of the action taken is filled in on the service request for submission to the computer, which completes the history line on the MTE history card.

Upon the transfer of measuring or test equipment to another location, a location notification form is initiated. This information is submitted to the computer, which prints out an MTE history card, recording the event as a new line in the “movement” section of the card and updating the pertinent information (for example, custodian, related contract number) in the “current information” section.

The six types of inputs just described are entered into the computer on a weekly schedule. All input information to the system is checked by the computer for consistency and accuracy before its entry into the master file. (Erroneous data is rejected and appears later in an error report.) Five output lists are produced:

1) A list of inventory numbers of equipment having a "date of next calibration" earlier than those on the service requests,
2) A list of equipment for which calibration is overdue,
3) A list of loaned equipment which is due or overdue,
Table 1—Special reports

<table>
<thead>
<tr>
<th>Report</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration workload schedule</td>
<td>Provides maintenance personnel with 1-year projection of workload for equipment on periodic maintenance (starting one week following issuance of last service request). Specifies number of equipments due each week and predicts total manhours required for calibration. Equipments with due dates for calibration earlier than those included in the main report are listed separately, to permit verification of the immediate workload. (Equipment not scheduled for periodic maintenance is not shown.)</td>
</tr>
<tr>
<td>Analysis</td>
<td>Reported by manufacturer and model number. Computes figure of merit which can be used as a basis for establishing a change in the frequency of calibration for a particular model, based on an analysis of the calibration and repair history of the equipment (see Appendix A for the analysis method). The necessary transactions to update the average hours by manufacturer and model are generated. A listing of all inventory numbers (with keypunching instructions) is supplied to assist in changing the calibration period. If the total number of malfunctions encountered during this analysis is greater than 50, a Malfunction Code Action Summary Report is supplied. Analysis feedback input data cards are generated.</td>
</tr>
<tr>
<td>Analysis feedback</td>
<td>When a calibration period is changed, a compilation of the total man hours of maintenance time for the former and the present periods for all equipment involved is generated by the computer. A total of $70,000 reduction in cost for calibration and maintenance was shown for the years 1967 and 1968.</td>
</tr>
<tr>
<td>Facilities forecast</td>
<td>Future needs for measuring and test equipment by programs (contracts and contract subcontracts) are projected. This report is useful for program activities as an accountable equipment listing.</td>
</tr>
<tr>
<td>Manufacturer and model</td>
<td>An inventory of all equipment registered in the computer stores. Provides data required for budget analysis. Provides status of present and future availability (useful for proposals).</td>
</tr>
<tr>
<td>Systems</td>
<td>Lists special test-equipment systems; all items associated with each system. Shows individual equipment and total system costs.</td>
</tr>
<tr>
<td>Property tag</td>
<td>Lists fixed-assets type of information. Separates capital and leased equipment, thus giving government-contract accountability.</td>
</tr>
<tr>
<td>Calibration cycle</td>
<td>Groups, by manufacturer and model number, all equipment having the same calibration period and code. Uses special inventory number ranges for 1) government-owned end items, 2) government-owned special test equipment, 3) leased equipment, and 4) tagged and non-tagged capital equipment. Totals in these ranges are supplied for each manufacturer and model and for each special range. First-cost totals by groups and for the entire file are given. Useful as a master listing for new entries.</td>
</tr>
<tr>
<td>First cost</td>
<td>Supplies first-cost, date acquired, purchase-order number, etc. to support financial accounting in the preparation of proposals.</td>
</tr>
<tr>
<td>Descriptions</td>
<td>Associates manufacturer and model number with equipment description and categorized specifications.</td>
</tr>
<tr>
<td>Inventory summary</td>
<td>A complete listing of inventory in more readily usable form than the MTE history card file.</td>
</tr>
<tr>
<td>Circuit symbol</td>
<td>A list of circuit items repaired or replaced, by manufacturer and model of equipment. This guides the maintenance technician in his approach to trouble diagnosis.</td>
</tr>
<tr>
<td>Parts usage</td>
<td>A listing of total parts usage (during the year) in maintenance of all equipment. A useful guide to inventory stocking.</td>
</tr>
<tr>
<td>Missing inventory</td>
<td>Each physical inventory list is compared with that stored in the computer. A list of any equipment not accounted for then is generated.</td>
</tr>
<tr>
<td>Generalized extracts</td>
<td>Individual lists of an infinite variety are available from the computer stores. The present program permits extraction of equipment lists by custodian, using group, location (building, floor, and bay), contract, contract subclass, calibration instruction, property tag, loan due date, and calibration period.</td>
</tr>
</tbody>
</table>

4) Service request forms for items due for calibration within the next 2 weeks, and 5) MTE history cards, to reflect any updated information submitted to the computer.

Special reports

The special request form contains a list of the additional reports which are available. These may be restricted to only electronic test and measuring equipment (or only tool and gage equipment) when interest is concentrated only on one group—thus minimizing computer-time costs. The reports presently available are shown in Table 1.

Future developments

Looking to the future, a study is being performed to identify those items which differ widely from the maintenance “mean” for each type, with a view to removing from use equipments which require excessive unscheduled repair. Information for studies of this type is readily available from data stored in the computer system.

Conclusion

A computer system alone cannot provide effective management; judgement still must be exercised by men. But a well designed system can be the means of ensuring that the men who make the decisions have the information they need to be most effective. The measuring and test equipment control system is based on a set of computer routines designed to meet the requirements for accuracy, flexibility, and efficiency demanded by the AED managers who rely on it for information guidance. By ensuring that the men and women who build and test the products of the Astro-Electronics Division are continuously equipped with functioning, calibrated test equipment and tools, the measuring and test equipment control system—as the other systems of the AED Management Information System—plays an important part in the efficient production of reliable, high-quality products for space.
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Appendix A—Calibration period analysis

The calibration period for a particular type or model of test equipment is constantly reviewed to determine the optimum length of time it can be expected to operate without recalibration or repair. A figure of merit (FM) is established (from historical data supplied by the computer) in accordance with the following expression:

$$FM = \frac{C_t + R_m}{C + R} \times 100$$

where

- $C$ is the total number of pieces of equipment received for recalibration.
- $R$ is the total number of pieces of equipment received for repair.
- $C_t$ is the number of pieces of equipment not requiring recalibration.
- $R_m$ is the number of pieces of equipment not requiring repair after repairs.

For an FM between 50 and 79, no change in the interval between calibrations is recommended. Outside of this range, the recommended changes run as follows:

<table>
<thead>
<tr>
<th>FM</th>
<th>Interval change</th>
</tr>
</thead>
<tbody>
<tr>
<td>29 or less</td>
<td>-12 weeks*</td>
</tr>
<tr>
<td>30 to 39</td>
<td>-8 weeks</td>
</tr>
<tr>
<td>40 to 49</td>
<td>-4 weeks</td>
</tr>
<tr>
<td>80 to 89</td>
<td>+4 weeks</td>
</tr>
<tr>
<td>90 to 99</td>
<td>+9 weeks</td>
</tr>
<tr>
<td>100</td>
<td>+12 weeks</td>
</tr>
</tbody>
</table>

* This performance is considered suspicious and would be investigated further.
Multilayer printed-wiring board analysis

N. B. Shain

As process controls and product-inspection techniques progress, the performance and dependability of multilayer boards continue to improve. In this paper, the author describes the analyses, the elusive problems, and the prescribed corrective measures resulting from investigations into processing, assembly, testing and inspection of multilayer boards.

RAPID CHANGES in technology and the manufacturing of multilayer printed-wiring boards restricts the accumulation of useful life test information necessary to make reliability predictions. Radical and continuous changes in process controls are needed to solve specific production problems. Consequently, new process controls are never tightened to the point where all quality defects can be screened out. Thus, the problems of the long-term failure mechanisms are always just a little beyond immediate solution. In this paper, printed-wiring board materials, processes and characterizations are studied and corrective measures described for the problems analyzed.

Printed-wiring boards

Dissimilar materials that comprise multilayer printed-wiring boards cause many manufacturing and testing problems. A multilayer printed-wiring board is physically small, relatively light in weight, and can accommodate many microelectronic components. Boards consist of combinations of single- or double-sided printed-wiring wafers which are stacked, laminated and drilled into an integrated three-dimensional wiring plane. The multilayer board serves a dual function; it provides structural support for the surface mounted electronic components; and includes several layers of etched wiring paths for the various components mounted on the board surface.

Multilayer board failures examined

An initial examination of a series of multilayer board failures revealed that unstable or high-resistance connections resulted in total open connections after exposure to the thermal shock and vibration environments. Although it was not possible to identify any one failure mechanism, the source of the failure mechanism could be ascribed to the following:

1) Some failures occurred at the butt joint interface of the pad and the plated-through hole.
2) Other failures occurred at the interface between the pad and the mounting insulation.

In both cases, an applied force caused adjoining members to separate (Fig. 1) resulting in electrical open connections. This was induced by one or more violent thermal or mechanical stresses which occurred during the flow-soldering operation, the subsequent cleaning operation, or during an environmental reliability screening test. Three significant changes to the multilayer-board fabrication process, corrected the failure mechanism previously described:

1) Copper plating materials and processing was changed from an acid copper to a more ductile copper material.
2) The drill tip configuration and speed of drill operation was changed to minimize the heat of friction.
3) All holes were cleaned before the through-hole plating process with an acid type chemical cleaner. This eliminated most of the contamination from the metallic surfaces and improved the metal-to-metal contact (Fig. 2).

The investigation showed that none of the basic process steps in fabricating multilayer boards stands out as the most troublesome. The process itself apparently has no latent effect on any specific cause for failure. Failures observed in assembled multilayer boards are easier to identify and isolate because of the effectiveness of in-process testing; these include:

1) Human-induced problems incurred during assembly and maintenance reflected as catastrophic electrical opens or intermittent performance at room ambient conditions.

2) In-process failures introduced during screening or acceptance tests observed as a failure to function or intermittent performance during exposure to high- or low-temperature environments.

Open traces examined

Examination of open traces under magnification showed two distinct patterns: 1) those attributable to mechanical over stressing, and 2) those attributable to some form of chemical reaction (Fig. 6). Evident in trace 1) of reduced "cross section", chipping, or cracking in the area of the broken trace may have been human-induced during the processing of the board. The examination of trace 2) produced additional information of failure modes, but, the failure mechanisms could not be readily determined. Further studies provided no conclusive evidence of the cause of the failure. A judgement was made that such conditions could be remedied through the use of suitable fabrication instructions and close surveillance of the fabrication. This close surveillance in-process inspection was immediately imple-
mented in the multilayer-board fabrication areas to detect the possible source of differences during the manufacturing operation.

Since almost all trace failures were of the same type, a series of traces that had not failed were inspected; none of these showed any evidence of failure or degradation. This is considered significant since all boards had been exposed to the same thermal conditioning and process variations during laminating and soldering. The possibility that mechanical stresses resulting from differences in the thermal expansion was practically eliminated, and it was concluded that normal temperature cycling of multilayer printed-wiring boards does not destroy basically good traces or connections.

**Etched-board traces**

A further inspection of etched-board trace failures and comparison with acceptable traces produced information of significant process difference. Under a given magnification some traces indicated smooth homogeneous copper-grain surface structure while others indicated a rougher surface condition. It was concluded that the surface roughness was caused by overexposure to the etching solution. Inspection of other traces revealed conditions where rough handling of a board contributed to its failure. These included cut throughs in an attempt to remove excess materials (solder shorts) and cracked joints which could have been caused by excessive stressing of the laminated structure.

**Failure analysis**

A detailed failure analysis was performed on multilayer boards and modules having electrically open and short characteristics. The failed multilayer printed-wiring boards were found to be more valuable for an improved product than acceptable boards. Failures of a mechanical nature were monitored and tabulated; however, no attempt was made to investigate the problems of delamination, raised pads or broken exterior copper paths, drilled hole problems or cosmetic (measles, crazing, weave texture) defects at this time. Failures of an electrical nature were investigated to identify specific failure modes and mechanisms and to verify that the revised in-process controls for both fabrication and module assembly areas had eliminated the major causes for defective material.

**Failure analysis procedure**

To provide maximum information with the least destructive testing to the sample board, a procedure was evolved to locate and identify the cause of failure. Since multilayer-board-module failures are classified as either electrical "opens" or "shorts", the following procedure was implemented:

1) Verify module failure by either a functional test or milliohm meter test to establish continuity.
2) Remove components within suspect area from board and verify electrically.
3) Check the continuity of each through-hole connection (top to bottom continuity) and each trace (to and from points).
4) Check board drawings to identify trace routes, layers and "via" points in the circuit.
5) Perform radiographic inspection along the logical electrical paths to localize fault to a particular area.
6) As a result of steps 1 to 5, the failure could not be isolated to a particular area.
7) Details of the failure area can now be exposed by etching, optical defraction, or micrographic inspection.
8) The failure mechanism can now be pinpointed from the preceding observations.
9) The details of steps 1 to 8 were carefully documented.

During the foregoing procedure, great care was exercised in the handling of the small parts particularly during unsoldering of the component parts, etching of epoxy material to expose interlayer surfaces, and during the preparation of micro-sectioned samples. All suspect samples were visually examined at various magnifications up to "500X" to determine the factors causing the electrical open failure. Emphasis was placed on these electrical open failures because they occurred so frequently during the initial production program that they were relatively easy to isolate. Analysis of electrical shorts was withheld for later investigation.

The classification of electrical open-circuit failures within multilayer boards was divided into two categories: connection failures (within holes) and board failures (in traces). The classification of electrical short-circuit failures were identified as interlayer or intralayer defects.
Failure analysis results

Failures responsible for defective multilayer printed-wiring boards are only partially understood; in most cases of board failure, the fundamental physical and chemical process causing the failure could not be readily identified. The results of the failure analysis performed on 48 electrically open defective multilayer boards, (Fig. 3) revealed the following information:

<table>
<thead>
<tr>
<th>Total inspected</th>
<th>48</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connection failure</td>
<td></td>
</tr>
<tr>
<td>Induced by repair</td>
<td>5 10%</td>
</tr>
<tr>
<td>Process problem (no plating)</td>
<td>1 2%</td>
</tr>
<tr>
<td>Board failures</td>
<td></td>
</tr>
<tr>
<td>Unsuccessful repairs to trace</td>
<td>5 10%</td>
</tr>
<tr>
<td>Unpaired traces</td>
<td>37 78%</td>
</tr>
</tbody>
</table>

Three additional "electrical-short" multilayer boards (different types) were subjected to analysis: all showed evidence of an unwanted intralayer connection (Fig. 4):

1) Only one case of insufficient plating thickness was considered to have caused a board failure.

2) There was some evidence of poor quality drilling (rough holes) in several (2) failed boards, but neither were considered to be the prime cause of failure. 3) There was one case of misregistration of the interlayers which resulted in an open failure (caused by mishandling during fabrication). 4) The use of silver filled epoxy to repair an innerlayer open trace resulted in five failures. 5) A majority of all connection defects were mechanically induced and resulted in either hole plating erosion or displaced adjacent copper traces. 6) The most critical condition noted, was the presence of electrical opens and shorts in boards during advanced stages of the module assembly.

Failure analysis conclusions

A preliminary conclusion drawn from the results of this investigation indicates that multilayer printed-wiring boards will have built-in electrical deficiencies which are functions of 1) variations in the fabrication processes; 2) improper inspection and/or testing; and 3) the physical handling that the board encounters during assembly into a functional electronic module.

Almost all of the failures are attributed to the human variables associated with faulty or improper handling (Fig. 5), processing of the board during its fabrication, or abuse of the board during normal maintenance and testing of production assemblies. A majority of the failures reported in module assembly could be traced to problems in the board fabrication area that should be identified by continuity testing and thus should not be submitted in that condition for module assembly. Problems associated with fabrication (Table I) are often complex and difficult to identify prior to the completion of an unassembled multilayer printed-wiring board.
Table II—Assembled quality control data on multilayer boards.

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumulative total chem clean boards</td>
<td>37,000</td>
</tr>
<tr>
<td>Cumulative total electrical rejects</td>
<td>754</td>
</tr>
<tr>
<td>Cumulative percent defective</td>
<td>2.03%</td>
</tr>
<tr>
<td>No. of open connections (all boards)</td>
<td>332</td>
</tr>
<tr>
<td>% defective</td>
<td>0.83%</td>
</tr>
<tr>
<td>No. of electrical shorts (all boards)</td>
<td>422</td>
</tr>
<tr>
<td>% defective</td>
<td>1.10%</td>
</tr>
<tr>
<td>No. of defective high density boards (30% boards used)</td>
<td>422</td>
</tr>
<tr>
<td>% defective of total rejects</td>
<td>53.2%</td>
</tr>
<tr>
<td>Opens (159 of 333)</td>
<td>46.5%</td>
</tr>
<tr>
<td>Shorts (247 of 421)</td>
<td>59.5%</td>
</tr>
<tr>
<td><em>(1)</em> No. of rejects identified during bench test</td>
<td>705</td>
</tr>
<tr>
<td><em>(2)</em> No. of rejects identified after bench test</td>
<td>49</td>
</tr>
<tr>
<td>Open 37</td>
<td></td>
</tr>
<tr>
<td>Short 12</td>
<td></td>
</tr>
</tbody>
</table>

Notes:
*(1)* Indicative of boards containing inherent trace defects, not identified prior to assembly.
*(2)* Indicative of failures introduced during module assembly.

Summary of failure information

Based on failure data acquired from quality control records (Tables I and II) in the various multilayer-board fabrication and assembly areas, the following information was tabulated:

1) A 20 to 25% reject rate was noted in the fabrication area, primarily due to unrepairable mechanical and electrical trace defects. This rate could be reduced if visual and mechanical inspections of “interlayers” were replaced with an automatic electrical test.

2) A reject rate of 2 to 3% was experienced on boards in the module assembly area. This was primarily due to the use of hand-tested (electrical) boards containing inherent trace defects that adversely affected reliable performance. Failures induced by repair contributed an additional 5% defects to the reject rate. This condition has been significantly reduced to less than 1% defects after implementation of automated continuity testing of unassembled boards on a 100% basis in the board fabrication area.

3) Boards removed from equipment during system screening tests contributed approximately 0.3% to the reject rate. All failures were associated with unsuccessful multi-lead component replacement; the plated-through hole was destroyed.

Economic considerations

Because of the growing competition in the electronics industry, multilayer-board production yields have been achieved that were considered impossible to obtain a year ago. This higher yield has resulted in reduced production costs and has provided the basis for optimism when considering the production feasibility of more complex or sophisticated printed-wiring board assemblies. The results achieved in this program indicate that properly designed, applied, inspected and tested multilayer boards containing many circuit paths or functions could have substantially the same failure rate regardless of the number and complexity of circuit paths, laminated layers and number of plated-through hole connections. This observation is based on the extrapolation and interpretation of the results of failure analyses performed on electrically defective multilayer boards; the major failure mechanisms were associated with the circuit integrity within the board structure, rather than at the junction of the individual layers to the plated-through hole interconnection.

Training

The most significant aspect of multilayer printed-wiring board production relating to reliability noted was that major failure modes could be corrected by more stringent inspection and quality-control practices. During the past 12 months, a significant attempt has been made to train and motivate printed-wiring board production personnel, and to provide more effective test instrumentation and inspection procedures. This was especially important during the initial production phase because the incoming multilayer board was only visually inspected prior to being committed to module assembly; no electrical test was performed on the product until after the components were assembled into a functional unit. This condition increased the possible cost for defective boards approximately 10 times and made it mandatory to identify defective material at the earliest possible time.

Inspection and testing

Current inspection procedures have practically eliminated defective boards from entering our normal module-assembly cycle. This improvement does not imply a reduction in process or workmanship defects during board fabrication, for a check of reject records shows that the problem still exists. Improved testing has shifted the impact of the problem back toward the originating source. This indicates that it is possible to achieve product maturity during the early-learning phase of a new process or technique. Also, visual, metallurgical and radiographic inspections augmented by electrical testing is required after specified printed-circuit board manufacturing operations. In the present processes each interlayer is visually inspected prior to lamination by a comparison check to an established master overlay. This operation has been shown to be only partially effective in screening out printed-wiring board defects. Inspection of statistical data shows that visual inspection dependent upon human variability can only identify 20-25% of the electrical defects that are found by an automatic circuit test machine. This statement must be qualified to explain that the visual inspection did not screen every possible contact trace while the automatic machine tested all connections and traces on a 100% basis. From this information, a conclusion can be formulated whereby an electrical continuity test for all individual layers should be required prior to lamination. This could significantly reduce the rejection rate for boards at advanced stages of board fabrication, and reflect a major reduction in board costs.

Conclusions

The preceding discussion summarizes our observations of the problems encountered during the mass production of multilayer printed-wiring boards. This information provides a base for comparison that is important to future programs that intend to use this type of board. The reliability data presented is important to the establishment of failure rate and economic cost information and can provide insight into anticipating problems in the selection and evaluation of various processes involved in the fabrication of boards. Table III lists examples of product and process changes that were necessary to provide an acceptable product. A continuing program of monitoring failure causes and effects of other configurations of printed-wiring boards (in other applications) will be necessary until complete product maturity is achieved. A large fund of valuable information has been acquired and refutes to the longevity and expected causes of failures in multilayer printed-wiring boards. This recognition of reliability problems through the analysis of board failures, initiation and monitoring of corrective action and the documentation of program results has resulted in increased dependability.
Diagnostic programs for Videocomp phototypesetters

G. W. Maymon

Diagnostic and maintenance programs are primarily troubleshooting tools for the field maintenance engineer. The design philosophy for such programs is to provide the capability for locating any machine malfunction in the minimum time. Reliability evaluation is implicit in these programs since they are categorically designed to function under worst-case conditions. Additionally, since these programs are designed at the lowest logic level (rather than on a higher functional level), they are valuable as factory checkout programs. This paper describes the test and maintenance techniques for the analog and digital circuitry in the RCA 70/832 Videocomp system.

Videocomp systems are inherently hybrid systems. They are high-speed phototypesetters controlled by a programmed digital control unit and capable of producing a wide variety of typefaces on the screen of a high-resolution cathode ray tube (CRT). The CRT images are reproduced on phototypesetting film or paper by means of the photorecording technique shown in Fig. 1.

System description

The configuration of the 70/832 system is shown in Fig. 2. The system input is a magnetic tape containing composed text, operational commands, and typographical font data. The heart of the system is the RCA series 1600 control processor—a programmable digital control unit containing control software and memory storage for digitized font data. The software decodes input commands and supervises the transfer of text data to the photocopy unit via the photocopy control electronics. The input/output facilities available to the maintenance engineer in the field are as follows:

Inputs
1) Program input to the series 1600 processor from a 9-level magnetic tape station.
2) Hexadecimal input data switches located on the system control panel (Fig. 3). This is the means by which the maintenance engineer selects diagnostic program blocks from the input tape and enters test data into the system.
3) A portable maintenance console which provides direct control of various series 1600 functions.
4) A built-in test panel which provides a limited substitute for the series 1600 processor.

Outputs
1) Photocopy output from images written on the face of the cathode ray tube.
2) Decimal lamp display on the system control panel. This is the means by which fault indication numbers are obtained from the digital diagnostic programs by the maintenance engineer.
3) Lamp displays on the portable maintenance console.
4) Memory dump facility to a 9-level magnetic tape.

Photocopy unit

A block diagram of the photocopy unit (pcu) is shown in Fig. 4. It consists basically of a high resolution cathode ray tube (CRT), analog driving and compensation circuitry, an optical system, and a camera system. The individual character images are formed on the CRT face as a series of variable length vertical strokes. The spacing between adjacent strokes is a function of the point size of the character being formed and the writing granularity mode.

The point is the unit upon which the system of measuring type is based. A point is 0.01384 inch, or nearly 1/72 inch; one pica = 12 points.

PCU maintenance facilities

There is no direct feedback mechanism between the pcu and the series 1600 processor. Analysis of test patterns applied to the analog circuitry of the pcu is made in two basic ways:
1) Visual examination of the several test patterns produced on the CRT and reproduced on output film.
2) Looping test patterns in television fashion to allow dynamic adjustments (focus, etc.) and to provide dynamic test conditions in the analog circuitry for oscilloscope troubleshooting techniques.

Photocopy control electronics unit

The photocopy control electronics unit (PHYCE) is the input/output (I/O) interface between the series 1600 processor and the photocopy unit (PCU). It contains the necessary control logic and buffering to interface font stroking data transfer from the series 1600 processor memory to the higher-speed analog stroke-writing circuitry in the PCU.

PHYCE digital diagnostic facilities

Implementation of a high fault-resolution program for any control electronics interface involves a hardware/software design tradeoff to enable design of test routines at the lowest possible logic level. A relatively small amount of powerful maintenance logic was incorporated into the PHYCE to feed back into the series 1600 processor several critical test points scattered throughout the PHYCE logic (Fig. 5). Also, a special step-by-step (SXS) maintenance mode was incorporated...
into the logic to allow substitution of the processor’s input/output transfer pulse (strobe) for the selected videoring counter oscillator, providing “snap-shot” samples of test points within normally autonomous sequential logic chains. The additional maintenance hardware comprises approximately 6% of the total PHYCE logic and permits the design of a diagnostic software package capable of making rigorous analyses of component failures within the PHYCE.

Maintenance plan

The basic objective of the 70/832 test and maintenance programs (T/M) is to provide a means of quickly isolating the cause of hardware malfunctions and thereby minimize machine down time due to troubleshooting. The design of the diagnostic programs is based on the assumption that only one hardware fault will occur at any one time. Although the programs are inherently helpful in locating multiple faults, explicit fault resolution is necessarily reduced.

The programs are contained on a single magnetic tape consisting of several functional blocks. The first block is a 256-byte bootstrap loader which executes the loading of a T/M control program into upper memory of the series 1600 memory. The control program resides in memory throughout the testing period and supervises the loading and execution of each individual diagnostic program block. There are several program blocks on the tape, providing test and maintenance facilities for all component units of the 70/832 system. For the purpose of this paper, the three program blocks listed in Table I will be considered in some detail:

Table I—Diagnostic program blocks.

| 1) PHYCE digital diagnostic program,  |
| 2) Standard PCU pattern generator, and |
| 3) Special PCU pattern generator.     |

Digital diagnostic programs

A typical diagnostic program flow is shown in Fig. 6. The program establishes test conditions in the PHYCE logic by transmitting a functional command and a byte of test data to the PHYCE while it is in the special SXS maintenance mode. The program then selects and reads the appropriate PHYCE test point, bringing a byte of data containing the logic conditions at the selected test point back into the series 1600 processor. The received test result is then compared in the processor against the expected test result stored as constant in the processor memory. A mismatch will result in a program branch to a failure routine; a match will allow the program to continue to the next test in sequence. The individual tests are structured as “building blocks” in which each successive test in the program builds upon preceding tests, making use of previously verified logic. Accordingly, testing begins on directly accessible and common logic circuitry; logic accessible only through verified logic chains follows, until the entire fabric of the PHYCE has been rigorously examined.

The several selectable test points are effectively “handles” on the logic, each consisting of eight data bits assembled in the PHYCE and transferred back into the input register (BIN) of the series 1600 processor. Some of the test points are homogeneous groups of flip-flops such as the horizontal register. Others are a conglomeration of separate functions scattered throughout the PHYCE logic and assembled into a composite test byte. An example of such an assembly is shown in Fig. 7.

The applied tests are designed to exercise the PHYCE logic test points in as many ways as possible. For example, to verify that each flip-flop of a homogeneous register can be independently set to 1 and reset to 0, the following test byte sequence is used. The effect is to “walk” a 1 through a field of 0, followed by a 0 through a field of 1.
Typical register test sequence

<table>
<thead>
<tr>
<th>Byte</th>
<th>Bits Set/Reset</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>00000000</td>
</tr>
<tr>
<td>2</td>
<td>00000001</td>
</tr>
<tr>
<td>3</td>
<td>00000010</td>
</tr>
<tr>
<td>4</td>
<td>000000100</td>
</tr>
<tr>
<td>5</td>
<td>00000010000</td>
</tr>
<tr>
<td>6</td>
<td>1000000000</td>
</tr>
<tr>
<td>7</td>
<td>111111111</td>
</tr>
<tr>
<td>8</td>
<td>11111111100</td>
</tr>
<tr>
<td>9</td>
<td>11111111000</td>
</tr>
<tr>
<td>10</td>
<td>1111111100000</td>
</tr>
<tr>
<td>11</td>
<td>1111111110000</td>
</tr>
<tr>
<td>12</td>
<td>1111111111000</td>
</tr>
<tr>
<td>13</td>
<td>11111111110000</td>
</tr>
</tbody>
</table>

The fault-numbering scheme consists of assigning a unique five-digit number to each individual bit of every test-result byte in the program. This allows possible fault indications from 00001 to 99999 (see Table II).
A bit analysis is made of each test-result byte. The technique (Fig. 8) consists of an “exclusive-or” compare in which all mismatching bits are flagged:

- Received test byte: 11110111
- Expected test byte: 11111011
- Exclusive-or result: 00001000

i.e., the 2ⁿ-bit (fault No. xxxx) was received back in the wrong state.

The flagged bits are identified and their respective fault numbers displayed by shifting the exclusive-or result successively to the left into the “carry” position and testing for a 1 in that position.

The maintenance engineer identifies the physical fault by looking up the fault number in a fault dictionary. Sequential PHYCE logic, such as the clocked gating which controls the beam settling delay counter, is also diagnosed by use of the test result byte and the special S×S maintenance mode. The function of the counter is to inhibit video during the first four microseconds of a CRT sweep. The test is to verify correct counter loading and decrementing for each of eight possible crystal-controlled counting rates. In the S×S mode, the several oscillators are inhibited and replaced by a strobe-pulse under control of the series 1600 processor. The mechanism of the test is to count the number of strobes necessary to raise the video toggle function for each oscillator selection. The video signal is fed back to the processor as the 2ⁿ-bit in one of the conglomerate test result bytes (Fig. 7). Each reading of the video signal is considered a possible fault number:

<table>
<thead>
<tr>
<th>Selected crystal</th>
<th>Substitute strobes required</th>
<th>Fault Nos.</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.4 MHz</td>
<td>22</td>
<td>10013 to 10045</td>
</tr>
<tr>
<td>4.8 MHz</td>
<td>20</td>
<td>10047 to 10079</td>
</tr>
</tbody>
</table>

If the video bit is 1 at any point during the countdown, the fault number will indicate the point; numbers 10012 and 10046 indicate the video signal is on before the first clock pulse.

Under normal test conditions, the failure routine displays the fault number on the decimal display lamps of the system control panel and goes into a short wait loop which repeatedly blinks a program indication (PI) lamp on the panel. Escape from the wait loop is obtained by a manually generated processor interrupt which returns the program to the next test in sequence. There are several alternate test options available to the maintenance engineer:

1) Test repeat—A dynamic loop of the failing test may be established by setting a breakpoint switch so that a test result mismatch will cause a branch to the beginning of the failing test routine instead of to the wait-loop routine. The loop will continue as long as the fault remains, providing a facility for oscilloscope examination of the failing circuit under dynamic conditions.

2) Bypass feature—Since each fault number represents a bit that was read back in the wrong state, it may be necessary to examine associated failures that are occurring at the same time and study the logic to determine the most probable cause. To simplify the collection of all fault numbers, the wait-loop can be bypassed for each test result mismatch. With this option in force, the fault numbers are sequentially displayed long enough to be viewed and recorded and the program automatically continues with the remaining tests in the program.

3) Program loop—The entire program can be indefinitely repeated until manually terminated. This option is useful for repeatability tests. The normal wait-loops and the bypass feature can be set up for this option.

The current PHYCE diagnostic program for the 70/832 is capable in most single fault instances of localizing the problem to one or a small number of integrated circuit module boards. In some cases, fault resolution down to a circuit chip can be obtained.

### Analog diagnostic programs

The test and maintenance programs for the photocopy unit (PCU) provide three basic types of diagnostic facilities:

1) Prescribed test pattern generation;
2) “On-site” pattern design and generation; and
3) Program loops for circuit examination under dynamic conditions.

With reference to Table I, two analog program blocks are listed. Each of these blocks consists of a control program loaded into the series 1600 processor memory which generates test patterns to be written on the face of the CRT. Each program contains the options of either reproducing the CRT image on film or dynamically looping the pattern to produce a television-type CRT display. The Standard PCU Pattern Generator Program contains a library of prescribed patterns designed to provide information for evaluation and analysis of the various PCU parameters. The maintenance engineer has the facility to individually select the patterns in any order and to specify any of four possible writing modes in addition to the “film or loop” option previously mentioned. The grid pattern shown in Fig. 9 is a typical test pattern...
FIG. 9—GRID TEST PATTERN.

FIG. 10—FOCUS TEST PATTERN.

FIG. 11—SPECIAL PATTERN GENERATION ROUTINE.

The user can also use the Special Pattern Generator to produce short dynamic test loops for oscilloscope examination of circuit points in both the PHYCE and the PCU. In such cases, the entire loop can be a string of functional commands with no pattern being produced on the CRT face.

**Future possibilities**

At the present, the lack of direct feedback of PCU test points into the series 1600 processor precludes programmed analysis of PCU hardware failures. As the VIDEOMCOMP systems evolve to serve other typesetting applications, new diagnostic techniques may become possible. For example, a high speed microfilm reading capability is being studied. Such a system would use the CRT as a flying-spot scanner with a photomultiplier being used to sense the "black" and "white" transitions of the information on the microfilm. A digital control interface unit would encode the scanned information into digital data and transfer it into the series 1600 memory. The information could then be retrieved and reproduced at a later time. Such a system inherently provides a diagnostic loop for on-line fault detection and analog adjustment of several PCU parameters. The basis for this new technique would be a precise reference pattern on a glass plate located at the normal microfilm position in the flying spot scanner optical plane. The standard reference plate, the photomultiplier, the PCU analog circuitry, the CRT, and the microfilm optical systems, and the processor are considered as a closed loop in which the analog function generators are the loop variables. Adjustment of the analog function generators will, in effect, correct the horizontal and vertical parameters as they appear on the CRT face. Software in the series 1600 processor will then be able to detect and numerically evaluate deviations from the nominal values, stored as constants in the processor memory, and produce a quantitative display of the error.

**References**

Evaluation of missile miss distance

W. J. O'Leary

For obvious reasons, missiles cannot be tested under all conditions and over all ranges. The model described in this paper can be used to extrapolate the results of a few tests under certain conditions to a wide range of conditions. This model also facilitates diagnosis of system problems and analysis of system characteristics.

Each of these problems appears to work in the direction of very limited information for a reasonable test size. An approach is developed for the design and analysis of missile miss distance tests which permits great flexibility in the design of the test in addition to providing a high utilization of the data for analysis. The result is a possibility for significant reduction in test costs while retaining the same level of risks in the test decisions.

The approach to test design is based on a framework of design verification. This means that the test serves the function of validating the theoretical basis of the missile system design. The distinct advantage to be gained here is that a favorable test result will not only indicate the achievement of requirements but will also provide the required confidence in applying the design relationships for:

1) Estimating expected results over a wide range of conditions,
2) Redesign to meet other requirements, and
3) Allocation of requirements within the system.

These design relationships are usually in the form of a quantitative mathematical model. Such a model would combine all significant system and external variables that have an affect on missile miss distance. It is not the purpose of this paper to elaborate on the characteristics of such a model but rather to make use of the model to indicate expected results for a given set of conditions. Thus, through the use of the miss distance model, all significant system errors can be combined for a specific set of target conditions to obtain an estimate of miss distance. This estimate is then used as a reference standard of comparison against observed miss distance and as a link to relate the several observations made under widely varying target conditions.

Another key element in the development of the approach is the statistical nature of the variable—miss distance. In target problems, reasonable first order assumptions for the distribution of hits around the target include:

1) No net bias.
2) A gaussian distribution of hits around the target center.

Miss distance estimate

The average location of the hits is at the origin, and the standard deviation in this case is a function of the significant errors defined in the miss distance model. Under these conditions, the magnitude of the miss distance is distributed in accordance with a Rayleigh distribution given by

\[ p(r) = (r/\sigma^2) \exp(-r^2/2\sigma^2) \]

where \( r \) is the magnitude of the miss distance, and \( \sigma \) is the standard deviation of the gaussian distribution previously defined.

The mean and standard deviation of this Rayleigh distribution can then be expressed in terms of the standard deviation of the gaussian distribution of hits around the target as \( r' = 1.25\sigma \) and \( \sigma_r = 0.655\sigma \). Thus, for a Rayleigh distribution there is a fixed ratio between the mean and standard deviation:

\[ \sigma_{r'} = \frac{0.655\sigma}{1.25\sigma} = 0.523 \]

These results can now be related to the miss distance measurements. Assume that there are \( n \) measurements of miss distance made for a variety of target conditions and given by \( X_i, i = 1, 2, \ldots, n \). Also, assume that the expected miss distance from the design model for each set of target conditions is given by \( r_i', i = 1, 2, \ldots, n \).

If the hypothesis is true, that the observations are from populations with
means estimated by the model, then the ratio \( X_k / \rho' \) for all values of \( k \) will have an expected value of 1.0. In addition, as shown above, there is a fixed relationship between the mean and standard deviation of the Rayleigh distribution. For this normalized scale, the standard deviation of the Rayleigh distribution is 0.523. Thus, with an assumption that the model is a true representation of real life, a very convenient normalization procedure can be used to relate all observations—regardless of the variety of target conditions. The normalized parameter can then be analyzed as if all observations were from the same population.

With this property of the normalized scaling of miss distance, a set of normalized operating characteristic curves can be calculated and used for test design.

By the central limit theorem, the mean of a sample of \( n \) observation would be distributed as a gaussian distribution with a standard deviation of

\[
s_n = \frac{0.523}{\sqrt{n}}
\]

Based on a mean of 1.0 and a standard deviation of \( 0.523 / \sqrt{n} \) the normal form of the gaussian distribution of this sample mean is given by

\[
P(x_n) = \left[ \frac{1}{(2\pi)^{1/2}} \frac{1}{0.523} \right] \exp\left[ -\left( x_n - 1 \right)^2 n / 0.523^2 \right]
\]
It is now possible to establish the test criteria for acceptance of the null hypothesis that the model is correct (Fig. 1). If the acceptance criteria (Fig. 6) on the sample mean is set at \( x' \), any test mean above this value will lead to a rejection of the null hypothesis. The risk of this result (considering the model is correct) is equal to the area \( \alpha \) corresponding to a risk of acceptance when the true miss distance is a fixed proportion higher (i.e., the safety factor) than predicted by the simulation model.

To continue the example for the sample size of 30, the value of \( x' \) will be calculated at which the risk of acceptance is limited to \( \beta = 0.10 \). From the table of the normal distribution, \( K(\beta) = K(0.10) = -1.28 \).

Thus
\[
x' = \frac{1.156}{1.0 - 0.10(0.523/30^{1/2})} = 1.32
\]

This means that with a sample of 30 missiles with a normalized acceptance criteria of 1.156 there is a 10% chance of an acceptance decision when the true average miss distance is 32% higher than predicted by the simulation model.

Figs. 3, 4 and 5 show families of operating characteristic curves for producers risks (\( \alpha \)-risks) of 0.05, 0.10 and 0.20. Curves are shown for sample sizes of 10, 20, 30, 50, 100 and 200. Also shown in these Figures are the acceptance criteria for each sample size. In the curves as presented, specified miss distance is synonymous with the miss distance predicted for a given set of conditions with the system design model. If the specified miss distance is somewhat larger than that predicted by the model (i.e. equivalent to a safety factor in system design) it is possible to make constant scale adjustments in all model estimates so that all observations are scaled to the required miss distance rather than the model prediction. This is equivalent to the hypothesis that the true miss distance is a fixed proportion higher (i.e., the safety factor) than would be predicted by the simulation model.

**Advantages of this technique**

A very definite advantage of this technique is that the test designer is free to select a representative set of tests and be limited only by sample size. The test designer is not forced to limit his attention to only 1 or 2 test conditions to obtain reasonable test results. Other advantages derive from the convenience of diagnostic data analysis.

One convenient diagnostic data analysis technique is the control chart. Missile tests are run in time sequence and it is desirable to assess progress during this sequence, as well as detecting potential problems. To be useful, the control chart must take into consideration the normal variation of the process and only direct attention to an apparent unusual condition. This can be done by setting an upper control limit such that there is only a 1% chance that this limit would be exceeded by any one observation of miss distance. An observed miss distance falling above this limit miss distance is then interpreted as a potential problem. To calculate this control limit, it is necessary to return to the Rayleigh distribution

\[
P(r) = (r/\sigma^2) \exp(-r/\sigma^2)
\]

Integration of this expression from 0 to \( R \) gives the cumulative probability that this miss distance \( r \leq R \):

\[
P(R) = 1 - \exp(-R^2/\sigma^2)
\]

If \( P(R) \) is selected to be 0.99, then

\[
\frac{R^2}{2\sigma^2} = 4.6
\]

\[
R = 3.03\sigma
\]

But the mean of the Rayleigh is 1.25\( \sigma \); thus the normalized control limit is

\[
R_* = \frac{3.03\sigma}{1.25\sigma} = 2.42
\]

A typical control chart is shown in Fig. 6. By the criteria previously stated, observation number 4 is suspect.

Another diagnostic technique that may be applied to the test is a comparison of the average for \( n \) samples to the standard deviation of the \( n \) samples. This provides a convenient test for the presence of bias in the system (e.g. a tendency to aim consistently to the right of the target). The expected value of this ratio is

\[
\frac{1.25\sigma}{0.655\sigma/\sqrt{n}} = 1.91n^{1/2}
\]

A ratio of mean-to-sample standard deviation significantly higher than this value would indicate system bias.
Technical excellence

B. D. Smith

The Zero Defects program was very successful in Manufacturing activities at RCA because quality workmanship could be directly related to a quality product. However, no such direct relationship existed in Engineering. This paper describes a motivational program that was designed specifically for engineers and scientists at the Aerospace Systems Division as part of the Zero Defects program.

In Phase I of our Zero Defects Program, RCA was able to report the usual success story of reduction of Manufacturing defects. However, in technical areas (such as Engineering) after the initial surge of interest died down, it was difficult to sustain the motivation. In manufacturing, workmanship quality can be measured because defects lead to rejected units, rework, and lost time and materials. Likewise, the effect of various incentive programs can be measured, and the results used to reward outstanding performance. However, it is not easy to measure the performance of scientifically oriented people because their mistakes do not appear as a readily measurable workmanship item.

As a result, Phase II of Zero Defects at RCA contained a program specifically tailored for the scientific and creative people — the engineers. The problem of decreasing defects in engineering was extremely difficult to define because no one was sure exactly what constituted an engineering defect. Consequently there were no clear solutions developed which would enable us to show our performance improvement through "defect" reductions.

Rather than measure defect reductions in Engineering, a motivation program was established to improve performance in general. The purpose of this program — Technical Excellence — was to cause the Engineering department as an entity to function more effectively by encouraging engineers to be more professionally oriented, more active in their professional societies, better educated, and have better communications with management.

Technical excellence organization

Figure 1 shows the Technical Excellence organization. The program is headed by the Chief Engineer, who takes an active interest in the program.

An Advisory Board, with representatives from Product Assurance, Personnel, and Engineering Administration, is available for coordination with other division motivation programs. However, the key point of the organization is the Technical Excellence Committee. Representatives from each engineering section are carefully selected to plan and implement the program. Their selection required careful consideration of both technical and professional competence. The direct participation of the engineers, through their Technical Excellence Committee, significantly enhanced the success of the program.

Recognition levels

The Technical Excellence Committee decided that three types of recognition would be appropriate:

1) An engineering section would be recognized quarterly for best performance in predetermined professional areas.
2) A team award would be given when appropriate for meritorious performance.
3) An individual would be selected monthly for an Engineer of the Month Award.

Selection criteria

Selection awards

Figure 2 lists typical elements which were included for measurement for the engineering section awards. In area I, professional societies, the first objective was to increase total engineering membership in appropriate professional societies. A second objective was to get more active attendance at society meetings. Finally, additional participation in the activities of the societies was encouraged through appropriate committee memberships. Just the act of belonging to a professional society provides an engineer with state-of-the-art technical dialog and progress in his (and related) fields which helps keep him updated on new developments. Active participation in society meetings and activities is an important form of continuing education, and also provides peer contacts with engineering communities outside of the RCA organization.

Continuing education (II of Fig. 2) is self-explanatory. Emphasis is on both graduate and college level courses outside of RCA and on participation in internal special education programs. (These latter programs are often designed to cover state-of-the-art courses not yet available in the universities.)

An engineer gets considerable ego satisfaction and personal recognition when he is able to formally write or present his engineering accomplishments. He also goes through a self-discipline and education exercise in the process of preparing his presentation. To encourage this type effort editorial and graphic assistance was provided as well as assistance in getting papers approved and published. Participation in our internal design reviews was also encouraged and recognized as a form of personal Technical...
Excellence. Areas III and IV of Fig. 2 also illustrate the kinds of things which, if improved, tend to make the engineering group more effective, more efficient, and more able to find answers to questions which arise in solving their daily engineering problems.

Team awards
The criteria for Team Awards are dependent on particular circumstances, but the objective is to recognize outstanding performance or professional excellence of two or more individuals on a common project. An outstanding technical breakthrough or performance of a key assignment on schedule are typical of criteria used.

Engineer of the month awards
Selection of the Engineer of the Month involves the following considerations:

Creativity: How has the award candidate applied his imagination to this assignment? Has he developed any ingenious approaches?

Technical accomplishment: What did he accomplish technically? Did he develop a unique approach?

Acceptance and discharge of responsibilities: Did he accept the responsibility assigned and follow through? Did he deliver on schedule?

Technical papers and presentations: Has he made any presentations within or outside of RCA in his field of interest? Is his research notebook kept current, including proper witnessing of the work being done and witnessed?

Professional society activities: Is he a member of one or more professional societies? Does he attend their meetings? Does he participate in their activities? Is he on any committee or is he an officer in any professional group?

Patent disclosure: Has he filed any disclosures on his most recent work?

New areas of business: Has he made outstanding efforts in planning, fostering, and influencing the direction of technical effort in new areas of company business?

Recognition
Section of the month
Recognition of the Section of the Month is accomplished through suitable publicity and by presentation of a handsomely engraved walnut plaque. Special section recognition events are also scheduled as appropriate. For example, an annual banquet is held with all engineers (and their wives) who have had papers published during the year. This tangible recognition has been well received by both engineers and their wives.

Team citations
Team awards include a framed certificate, a pocket slide rule, and recognition at the Engineer of the Month luncheon which is hosted by the Chief Engineer and Division Vice President.

Engineer of the month
The Engineer of the Month is also recognized, with his wife, at the Engineer of the Month luncheon; he also is given a professional textbook of his choice. A handsome engraved medallion is presented to the Engineer of the Month as lasting recognition of his achievement.

Communication
Part of the Technical Excellence Program included a program to improve communication from management to the engineers. The Technical Excellence Newsletter was established to fulfill this objective.

Results
Obviously, quantitative results are not easily obtained in a broadly based Technical Excellence Program. We do, however, have enough statistics to indicate that the original assumptions on improving performance were fundamentally sound. For example, 43% of the RCA Aerospace Systems Division engineering staff are attending either local colleges or universities or are taking after-hours courses. We have seen nearly a 100% improvement in our publications performance. Our patent submissions have increased, and communications have notably improved. Membership in professional societies has increased to 70% of the engineering staff.

Some basic but realistic assumptions enable some of this performance to be converted to dollars. For example:

1) If Technical Excellence increased motivation and morale in engineering so as to cause efficiency to increase by 1%, this would result in over $100,000 cost avoidance in a year with our engineering payroll.

2) If membership in professional societies saves the average engineer 15 minutes per week, it would represent potential savings of over $10,000 per year. It seems reasonable that the kinds of information made available by professional societies could give an engineer insights to see alternate solutions to problems. Advertisements in the professional society magazines also gives him additional insight into new products and processes which might improve his work. Thus, the concept of saving time through professional society membership seems reasonable.

3) If the benefits of continuing education allow the average engineer to save 15 minutes per week, potential savings are again over $10,000 per year. Again, it seems reasonable that the broader perspective afforded by continuing education can be responsible for quicker or alternate solutions to problems or could enable the engineer to be more effective in his engineering approach.

4) If improved communication saves each engineer 5 minutes per week, potential savings are again over $10,000 per year.

Qualitative assessments of results since Technical Excellence began indicate that these kinds of improvements are reasonable and, if anything, conservative, even though we are unable to accurately pinpoint absolute values.
Reliability-cost tradeoff study for electronic equipment

J. S. Korda

This paper prescribes the economical limits of the employment of high-reliability high-priced parts to achieve high system reliability. The mathematical formulae derived from the basic cost function are valid in all cases whether the "system" is a cordwood module or a complex computer.

Studies of the cost of maintenance of military electronic equipment show these costs to be as much as 60 to 1000 times the original procurement cost. To avoid such expenditure, higher requirements are being imposed on manufacturers to achieve greater inherent reliability.

Reliability can be designed into an equipment in many different ways:

1) Derating components,
2) Employing redundancy, or
3) Selecting components.

Component derating

Derating is one of the most powerful reliability tools available to the designer. The principle to keep in mind is that the life of most parts increases as the stress level is decreased below the rated value. In general, the more a part is derated the longer it will last. Practically, however, there is a minimum stress level below which increased circuit complexity required to step up performance will offset the gain in reliability.

Redundancy

Redundancy can be defined as the provision of more than one means for accomplishing a given function. The designer may often find that redundancy is the quickest and easiest solution if the circuit function is already designed. On the other hand, redundancy may exceed the limitations on size, weight, and power; furthermore, the required sensing and switching circuits often are so complex as to offset the advantage of redundancy.

Component selection

Space age electronic systems are becoming increasingly complex requiring extremely high reliability while at the same time they must occupy less volume and weigh less. Because of these seemingly contradictory requirements and the above mentioned limitations of component derating and redundancy techniques the component selection becomes the last effective tool to achieve high reliability. In this paper an attempt will be made to discuss the economical limits of component selection.

Mathematical model

The mathematical model of any electronic equipment with no built-in redundancy is:

\[ R(t) = \exp(-\lambda t) \]  \hspace{1cm} (1)

where \( R(t) \) is the reliability of the system; \( \lambda \) is the failure rate of the system; and \( t \) is the mission time.

Generally, the failure rate of a system of \( m \) components can be expressed as:

\[ \lambda = \sum_{i=1}^{m} \lambda_i \]  \hspace{1cm} (2)

were \( c_i \) is a constant dependent on the quantity and duty cycle of the \( i^{th} \) component; and \( \lambda_i \) is the failure rate of the \( i^{th} \) component.

Substituting Eq. 2 into Eq. 1:

\[ R(t) = \exp(-\sum_{i=1}^{m} \lambda_i t) \]  \hspace{1cm} (3)

Reliability requirements

For easier pictorial presentation, assume that \( m=2 \). Therefore, to satisfy (or exceed) a system reliability requirement, \( R' \), for a mission of \( T \) hours, it can be written:

\[ R' \leq \exp[-(c_1 \lambda_1 + c_2 \lambda_2) T] \]

For \( R' > 0.90 \), this can be approximated by

\[ R' \leq 1 - (c_1 \lambda_1 + c_2 \lambda_2) T \]

Therefore,

\[ c_1 \lambda_1 + c_2 \lambda_2 \leq \frac{1-R'}{T} \]  \hspace{1cm} (4)

Considering the present state-of-art, it can be assumed that:

\[ \lambda_1 \geq \lambda \]

and

\[ \lambda_2 \geq \lambda \]

where \( \lambda \) designates state-of-art failure rates.

It can be seen that there are many solutions to this problem. In Fig. 1, any point in the solution space bounded by the straight lines joining points \( A, B, C \) satisfies Eq. 4.

Obviously, the values at point \( A \) give the highest reliability result. However, the cost of parts increases sharply as the failure rate decreases. Therefore, the question is what higher price is reasonable for higher reliability?

Cost function

The cost of maintenance is a function of the replacement cost and manpower cost modified by the failure rate. Thus the cost difference, \( \delta \), between a pres-
Fig. 1—Solution space boundaries for Eq. 4.

Fig. 2—Cost differential, \( \delta \), caused by going to a higher reliability component.

\[
\delta = f (X, Y)
\]

\[
\delta = \frac{Aa}{X} - (Y + A)
\]

\[
\delta = \sum_{i=1}^{m} \left[ (M_{oi} + S_{oi}) \lambda_{oi} - (M_{ni} + S_{ni}) \lambda_{ni} \right]
\]

where \( M_{oi} \) is the manpower cost of the \( i^{th} \) new part; \( S_{oi} \) is the cost to procure the \( i^{th} \) old part; \( S_{ni} \) is the cost to procure the \( i^{th} \) new part; \( \lambda_{oi} \) is the failure rate of the \( i^{th} \) old part; and \( \lambda_{ni} \) is the failure rate of the \( i^{th} \) new part.

It can be seen, as long as the difference in maintenance cost is positive \( \delta > 0 \), the new equipment will cost less than the old one.

At this point, the following assumptions are made:

1) Since the new parts are the same type as the old ones, the manpower requirements are the same, i.e.: 
\[
M_{oi} = M_{ni} = M_i
\]

2) Equipments having exponential failure patterns are maintained as failure occurs, i.e., no preventive maintenance.

3) The expected design life of the equipment is much larger than the MTBF of the equipment.

Therefore Eq. 5 becomes:

\[
\delta = \sum_{i=1}^{m} [M_i (\lambda_{oi} - \lambda_{ni}) + S_i (\lambda_{oi} - \lambda_{ni})]
\]

It can be recognized that:

\[
S_{oi} = S_{ni} + \Delta S_i
\]

where \( \Delta S_i \) is the increase in procurement cost:

\[
\delta = \sum_{i=1}^{m} [M_i + S_{oi}] (\lambda_{oi} - \lambda_{ni} - \Delta S_i)
\]

If it is recognized that
\[
M_i + S_{oi} = A_i \text{ (a constant)}
\]
\[
\lambda_{oi} = a_i \text{ (a constant)}
\]

And the following notations are introduced:

\[
\lambda_{oi} = x_i
\]
\[
\Delta S_i = y_i
\]

Then Eq. 7 becomes:

\[
\delta = \sum_{i=1}^{m} A_i (a_i - x_i) - y_i x_i
\]

Breakeven point \( (P) \) is when \( \delta = 0 \):

\[
\delta = \sum_{i=1}^{m} A_i (a_i - x_i) - y_i x_i = 0
\]

For simplicity, assume that \( m = 1 \), and after little manipulation Eq. 9 becomes:

\[
\delta = \frac{Aa}{x} - (y + A) = 0
\]

It can be seen from Fig. 2 that the cost difference \( \delta \) will always be positive if

\[ 0 < x < x_i \text{ and } y < y_i \]

Conclusion

The mathematical formulae derived are valid regardless of the system complexity. Using computers to solve Eq. 7 for any number of "components" (parts, modules, stages, etc.) raises no problem, and at the same time the procuring agency and the manufacturer can easily recognize what amount may be invested to purchase an equipment to save on maintenance cost.
Human performance and equipment reliability

Dr. H. B. Matty

The terms reliability and human performance, when mentioned together, usually elicit the concept of the reliability of human performance. While this is an important relationship, there is also another interface which exists between reliability and human performance. This is the use of equipment reliability data in analytic techniques used to predict human requirements in maintenance. This paper will discuss an hypothetical space system, using in-space maintenance as a frame of reference. However, the techniques are applicable to all electronic systems of any appreciable size.
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Considering the complexity of modern electronic systems, it is axiomatic that there will be a clear relationship between human performance and system reliability. A careful study of nine missile systems revealed that about 30% of the failures and 20% of the unscheduled holds resulted from human performance failures. These data have been widely circulated and as far as can be determined, they have not been seriously disputed. From these data, it follows that about 25% of the reliability effort on electronic systems should be devoted to human performance in reliability. However, experience has shown that in reality the figure is much smaller.

Analysis of maintenance systems

The first consideration is to look at the procedure which is customarily employed to analyze maintenance systems. Fig. 1 shows information usually provided to systems engineering, how it is used, and what data results. The dashed boxes represent information ordinarily available at the start of the analysis, the solid boxes represent analytic steps to be accomplished, and the circles represent results.

The maintenance functions analysis is a study of what failures can occur and what maintenance will be needed. Since both men and machines are involved in maintenance, alternative combinations of these are examined systematically to see which combination best meets system requirements. Once the optimal combination is determined for each equipment item to be maintained, the various maintenance functions (such as preventive maintenance, checkout, fault detection, fault location, replacement, repair, and calibration) are allocated, equipment by equipment, to both man and machine. The functions allocated to man are then classified and grouped, and a statement of the expected human performance is written out step-by-step. This task synthesis, as it is called, is complete when all the maintenance functions allocated to man are accounted for in one synthetic task or another.

Sequence analysis is the fitting of these maintenance tasks into an acceptable temporal relationship with mission events, with those operating tasks which may be scheduled precisely by requirements of the mission, and with crew duty cycles. Sometimes sequence analysis reveals a conflict in a man’s time or in the use of an equipment. The dashed line represents the procedure of reallocating functions, changing the task, and then re-examining the newly resulting sequences. This method of successive approximations is an iterative procedure which usually converges to a solution quickly.

If these steps are documented adequately, maintenance task analysis can
be reduced to a straightforward consideration of the tasks. Each step is examined for the implications it has for required information display, required operating controls, required tools, required maintainability design features of the unit to be maintained, required training, and for a long list of human factors related to environmental control and the layout of workspaces.

**Maintenance workload prediction**

The next consideration is to show how equipment reliability data can be utilized in such procedures. Consider an hypothetical space mission in which a four-man crew is operating an orbiting space vehicle on a 1000-hour mission. An analysis of the requirements for in-space maintenance of the reconnaissance equipments which might be expected to be on board must be made. Suppose an earlier analysis of system requirements has resulted in selection of reconnaissance equipments. These might be a high resolution radar; several optical systems, each with a different resolution; an ir camera, the airborne portion of a telemetry data link; a computer; and a display/control panel for operation and maintenance. Let us say a system performance
requirement is, that whenever the vehicle is within range of any one of a selected set of reconnaissance targets, the probability of successful operation of the equipment must be at least 0.99.

From this requirement, a maintenance workload can be predicted. In general, maintenance workload increases directly with the number of equipments to be maintained, with mission duration, and with the required probability of successful operation. On the other hand, maintenance workload varies inversely with reliability of the equipment to be maintained. The first step in predicting this workload in checkout is to determine how often these equipments must be checked out in order to maintain the required probability of success.

It is a common practice in reliability engineering to estimate this probability by

$$P(s) = \exp (-t/m),$$

where \( t \) is a number of hours, \( m \) is the mean time between failures, and \exp is the Napierian exponential function. Since, in the given case, \( P(s) \) is fixed, the task is to find \( m \) and to compute \( t \). The reliability data most likely to be available are component failure rates. Since system failure rates of non-redundant components are the reciprocal of the sum of the reciprocal of the failure rates of the individual items, the notion of the failure bit will be introduced. A bit is 10^6 divided by the mean-time-between-failure, where 10^6 is included solely to avoid the use of decimal places. If component failure rates are expressed in bits, it is simple to estimate mean-time-between-failure for the system by merely adding up all the bits and dividing 10^6 by the sum. In the given case, one would add all the bits associated with the radar components to all the bits associated with the computer, all the bits that are associated with the IR camera, and so forth.

These calculations are well known, so therefore, assume that \( m \) has been found, and that the \( t \) which maintains the probability of success at 0.99 has been calculated. By simple algebra, it can be seen that \( t \) is the product of \( m \) and the natural log of the reciprocal of \( P(s) \). Let us say that \( t \) turns out to be 3 hours (after the calculations have been adjusted to take account of the fact that the equipments are operating for only a portion of the total time in space).

The meaning of "\( t = 3 \) hours" must now be considered. At the time of successful checkout, the \( P(s) = 1.00 \) for that instant. Since \( P(s) \) is an exponential function of time, the values of \( P(s) \) will decrease exponentially thereafter. About three hours later, it will have fallen to 0.99. If the equipment is then checked out again, and no faults are indicated, the \( P(s) \) is again 1.00 and so forth. Thus, the probability of successful operation of the reconnaissance equipment at times when it is needed, can be maintained above 0.99 by running a checkout every three hours.

The workload which this imposes on the crew can be synthesized in the usual fashion. By plotting crew duty cycles against mission profiles, one can then determine how many of the crew needs to be trained to perform the checkout and the associated functions allocated to man, such as simple plug-in replacement. An important factor in this determination is, of course, how the rest periods and the remaining workload—i.e., operating tasks—are distributed among the crew members.

**Repair Requirements**

So far, it has been determined how equipment reliability data can be operated upon to help determine the workload in checkout. The next question is how the workload in repair, at the level of component replacement, can be determined. The computation discussed previously gave no indication of how often tasks which require manual fault location and component replacement will occur. Therefore, it is necessary to operate on equipment reliability data to yield predictions about this kind of maintenance workload.

It was noted from the previous calculation that three hours after checkout, one would be 99% confident that there is no malfunction. After another checkout, one is about certain (100% confidence) and so on. This procedure does not account for wear or aging because they are too slight in three hours to have any computational significance. Actually, a certain number of failures per mission may be anticipated regardless of the state of confidence maintained throughout the mission. This seems contradictory at first glance, but we will see that it is not. In the example given, the probability of success varied from about 1.00 to about 0.99, and the average during any 3-hour period would be about 0.995. Since a 1000-hour mission would include about 333 such intervals, the probability of experiencing at least one failure would be equal to 1 minus 0.995 raised to the 333rd power \( (P(f) = 1 - (0.995)^{333}) \). This is such a very high probability that one can almost be certain at least one failure will occur. A reasonable estimate of the anticipated number of failures may be obtained simply by dividing the anticipated total operating time by the mean-time-between-failures.

How many of the crews should be trained further than just to operate checkout equipment and make plug-in replacements? The crew duty cycle (hours on duty divided by total hours) can be multiplied by the best anticipated number of failures. This product tells how many failures could be expected to occur while any single crewman is on duty. If that product is then subtracted from the total anticipated failures, decision can be made about whether a second man should be trained to make component repairs and manual fault locations to the component level. A simple guideline would be: if the product is 2½ times the remainder, one man will suffice; if twice the product is 2½ times the remainder, two men are required, and so forth.

**Conclusion**

No attempt has been made to present a discussion of all the possible uses of equipment reliability data for prediction of human requirements in maintenance. The examples given merely emphasize the intimate relationship which exists between reliability data and human requirements. The human performance role is of such importance to the meeting of system requirements that every consideration must be taken into account to strengthen the accuracy of its prediction. Consideration of the effect of equipment reliability on human performance will strengthen such predictions.

**Reference**

Fast-Fourier-transform correlation vs. direct-discrete-time correlation

R. Borgioli
Aerospace Systems Division
Burlington, Mass.

Fast-Fourier-transform (FFT) correlation is compared to direct-discrete-time (DDT) correlation of complex signals in terms of number of operations and memory requirements. The results establish criteria for evaluating which of the two techniques is the more economical in a real time application involving an indefinitely long input data sequence.

Direct discrete time correlation

The cross correlation of a sequence of complex data samples with a reference sequence containing N complex samples is defined in direct discrete time (DDT) by

\[ \rho_{\text{DDT}}(\lambda) = \frac{1}{N} \sum_{n=0}^{N-1} f_1(n) f_2(n+\lambda) \]  

where \( f_1(n) \) is the complex conjugate of the reference signal and \( f_2(n) \) is the complex input sequence, with \( \lambda \) denoting the number of shifts of the input into the reference. Each correlated output is thus a sum of complex products at given values of time shift.

The number of arithmetic operations, \( O \), required per output is, at most, proportional to \( N \):

\[ O(\text{DDT}) = k_N N \]  

where \( k_N \) is a constant of proportionality.

In the implementation of the DDT correlator, \( N \) complex input samples as well as the \( N \) complex reference samples must be stored. The storage requirement, \( S \), in terms of number of complex words is, therefore

\[ S(\text{DDT}) = 2N \]  

Fast-Fourier-transform correlation

The fast-Fourier-transform (FFT) applies to the discrete Fourier transform of a time-sampled sequence. The technique requires a number of operations which are proportional to \( N \log_2 N \) rather than \( N^2 \) when the length of the sequence, \( N \), is a power of 2. Similar savings are obtainable when \( N \) is highly composite.

In the application of the FFT to correlation, the time sequences are transformed into the frequency domain, multiplied, and inversely transformed to produce a periodic correlated output. The computation is defined by

\[ \rho_{\text{FFT}}(\lambda) = \frac{1}{N} \sum_{k=0}^{N-1} \mathcal{F}_1(k) \mathcal{F}_2(k) \exp(j2\pi\lambda k/N) \]  

where \( \mathcal{F}_1(k) \) and \( \mathcal{F}_2(k) \) are the transforms of \( f_1(n) \) and \( f_2(n) \). Eq. 4 is a cyclic version of Eq. 1 having period \( N \).

For the case of an indefinitely long input-data sequence, Stockham and Helms discuss procedures for sectioning the input pieces containing \( L \) complex samples. The relation for \( L \) is

\[ L = P + N - 1 \]  

where \( L \) is a power of 2 for optimum use of the FFT; \( N \) is the length of the reference sequence; and \( P \) is the resulting number of useful outputs produced by each section.

Assuming the reference sequence is originally stored in terms of its frequency components, the comparable upper bound of required operations, \( O \), per output is

\[ O(\text{FFT}) = \frac{2k_N L \log_2 L + k_L L}{P} \]  

where \( k_L \) is a constant associated with the operations involved in computing each Fourier component and \( k_N \) is associated with the multiplication of each pair of input and reference function frequency components.

For a real-time input, the FFT correlator requires a buffer stage to collect and transfer the continuous flow of input data samples to batch form. Employing in-place processing in the forward and inverse FFT operations and an output buffer to collect the useful outputs, the total amount of storage, \( S \), required (neglecting storage of control parameters) is

\[ S(\text{FFT}) = 3L + P \]  

Criteria for comparing DDT and FFT correlation

The DDT and FFT correlation realizations are shown in Fig. 1 together with the number of operations and memory requirements. A comparison between the number of operations required per output for the two methods is made for the condition in which the constants of proportionality are equal. The result may be expressed as

\[ R_s = \frac{O(\text{FFT})}{O(\text{DDT})} = \frac{L[2 \log_2 (L+1)]}{NP} = \frac{L[2 \log_2 (L+1)]}{N(L-N+1)} \]  

When \( R_s < 1 \) a reduction in the number of operations is provided by the FFT method.

A comparison in terms of memory is made by expressing the ratio of Eq. 7 to Eq. 3 as

\[ \frac{S(\text{FFT})}{S(\text{DDT})} = \frac{3L + P}{2N} = \frac{4L - N + 1}{2N} \]  

More memory is always required by the FFT method as indicated by \( R_s \) which is always \( > 3/2 \) since \( L \geq N \).

For the case of an indefinitely long input-data sequence, Stockham and Helms discuss procedures for sectioning the input pieces containing \( L \) complex samples. The relation for \( L \) is

\[ L = P + N - 1 \]  

where \( L \) is a power of 2 for optimum use of the FFT; \( N \) is the length of the reference sequence; and \( P \) is the resulting number of useful outputs produced by each section.

Assuming the reference sequence is originally stored in terms of its frequency components, the comparable upper bound of required operations, \( O \), per output is

\[ O(\text{FFT}) = \frac{2k_N L \log_2 L + k_L L}{P} \]  

where \( k_L \) is a constant associated with the operations involved in computing each Fourier component and \( k_N \) is associated with the multiplication of each pair of input and reference function frequency components.

For a real-time input, the FFT correlator requires a buffer stage to collect and transfer the continuous flow of input data samples to batch form. Employing in-place processing in the forward and inverse FFT operations and an output buffer to collect the useful outputs, the total amount of storage, \( S \), required (neglecting storage of control parameters) is

\[ S(\text{FFT}) = 3L + P \]  

Criteria for comparing DDT and FFT correlation

The DDT and FFT correlation realizations are shown in Fig. 1 together with the number of operations and memory requirements. A comparison between the number of operations required per output for the two methods is made for the condition in which the constants of proportionality are equal. The result may be expressed as

\[ R_s = \frac{O(\text{FFT})}{O(\text{DDT})} = \frac{L[2 \log_2 (L+1)]}{NP} = \frac{L[2 \log_2 (L+1)]}{N(L-N+1)} \]  

When \( R_s < 1 \) a reduction in the number of operations is provided by the FFT method.

A comparison in terms of memory is made by expressing the ratio of Eq. 7 to Eq. 3 as

\[ \frac{S(\text{FFT})}{S(\text{DDT})} = \frac{3L + P}{2N} = \frac{4L - N + 1}{2N} \]  

More memory is always required by the FFT method as indicated by \( R_s \) which is always \( > 3/2 \) since \( L \geq N \).
Fig. 2 illustrates the tradeoff between operations saved and increased memory required by the FFT correlation technique. Note that maximum reductions in required operations are achieved when the input section length, $L$, is in the region of twice the number of reference function samples, $N$, to be correlated. Also, the resultant savings provided by the FFT method are more important in applications requiring large values of $N$.

![Graph showing tradeoff between operations required and memory requirements](image)

**Voltage-transfer test probe measures up to 50 kVDC with digital voltmeter accuracy**

P. deBruyne  
Aerospace Systems Division  
Burlington, Massachusetts

Measurements of high voltages (~50 kV) often have to be made with extreme precision, where loading of the source cannot be tolerated. For instance, the focus and cathode electrode voltages of an image intensifier may be at potentials of ~50 kV and at high impedance; yet their relative magnitudes should be known within several volts.

It is usually more convenient to measure these voltages with respect to ground using one digital voltmeter, rather than to measure their relative values using several floating voltmeters. Conventional techniques and instruments are unsatisfactory because of loading errors and personnel hazard. The system described in this paper uses a capacitive voltage divider, consisting of two capacitors and a surge-limiting resistor.

**Two-step method**

A small capacitor and surge limiting resistor are mounted in a grounded test probe, which is first touched to the voltage to be measured (Fig. 1). The probe is then touched to the input of the digital voltmeter, which has a large capacitance connected between its input terminal and ground. When the division ratio is large, the voltage measured on the digital voltmeter, which is reduced by this division ratio, will be small compared to the voltage to be measured. The input impedance of the voltmeter is usually 10 megoohms, so that the decay time constant may readily be made large enough to permit accurate reading of the initial voltage, before it has time to decay. The low-level circuit may be reset to zero by shorting the input to ground.

If decay is considered objectionable, an operational amplifier, with the large capacitor in the feedback loop (i.e., an operational integrator), will provide an output that is effectively drift-free for long periods of time (Fig. 2). The formula for the voltage measured (before decay occurs) is

$$E_{BR} = E_{DVM} \left[ C_1 + C_2 \right] \approx E_{DVM} \left[ C_1 \right]$$

The absolute calibration of the measurement will, of course, depend upon the values of the two capacitors chosen, but it can easily be trimmed to a convenient factor by adding capacitors in parallel with $C$. The construction of the probe is extremely simple, as one side of the capacitor-resistor string is grounded. The problem of high-voltage switching (when measuring high voltages at various points) is avoided by using the concept of the transfer probe; moreover, safety and convenience are increased.

**Conclusions**

The savings in the number of operations provided by the FFT correlation technique must be weighed against the required increase in memory over that of the DDT method. With a knowledge of the dollar savings provided by a decrease in the number of required operations together with a knowledge of the cost of additional memory, the relative economics of the two correlation methods for real time applications can be evaluated by means of the criteria presented here.
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Engineering News and Highlights

SEER holds "ILS tradeoff and life-cycle-cost tools" course

Systems Engineering, Evaluation, and Research (SEER) held a quantitative ILS (integrated logistics support) tradeoff course at Cherry Hill Inn the week of February 3 through February 7. The course emphasized the methodology contained in the series of CO-AMP (computer analysis of maintenance policies) computer programs which have been under development and use by SEER over the past three years (see the papers by W. Triplet, p. 37, and E. J. Westcott, p. 50, in this issue). Representatives from each branch of the military and engineers from the five DEP divisions attended the one week session.

The main purpose of the course was to instruct RCA engineers from the operating divisions how to use the programs so that more emphasis can be placed on the quantitative aspects of ILS in the divisions.

The course was conceived by E. Leshner, Manager of Value Systems and Control, Defense Engineering and organized by M. Keller, W. Triplet, and W. Rapp of SEER. Course instructors from SEER were R. Howe, K. Hicks, A. Messey, and W. Rapp.

Dr. G. H. Heilmeier honored by Eta Kappa Nu as outstanding young electrical engineer of 1968

Dr. George H. Heilmeier of the RCA Laboratories was honored as the Outstanding Young Electrical Engineer of 1968 by Eta Kappa Nu, national electrical engineering honor society. Dr. Heilmeier received his award at the Eta Kappa Nu Annual Award Dinner on March 24 at the New York Hilton Hotel. The presentation was made by Dr. George H. Brown, an Eminent Member of Eta Kappa Nu and Executive Vice President, Patents and Licensing, for RCA.

Winners of the Eta Kappa Nu award and honorable mentions are selected for outstanding professional achievements, civic and social activities, and cultural pursuits. They must be no more than 35 years old, with a BSEE, or equivalent, degree held no more than 10 years.

Dr. Heilmeier, 32, was honored for his outstanding work in the application of new effects in solids and liquids and his many contributions to community and church affairs.

At RCA Laboratories, Dr. Heilmeier is Head, Solid State Devices Research. He has received international recognition as leader of the RCA research team that discovered an electro-optic effect in liquid crystals that makes possible for the first time the electronic control of the reflection of light.

Dr. Heilmeier received his BS degree from the University of Pennsylvania in 1958, and his MS, AM, and PhD, from Princeton University in 1960, 1961, and 1962, respectively.

Value Engineering in the Government Services Division

Mr. W. J. Zaun, Vice President, Operational Controls, RCA Service Company, launched the Government Services Value Engineering Department with the first annual Value Engineering seminar at the Rickshaw Inn on February 10. Mr. J. F. Murray, Staff Vice President, Government Services, gave the opening address.

Mr. Carlos Fallon, Manager, Value Analysis and Purchasing Research, Corporate Staff followed Mr. Murray and described the history of Value Analysis, its advantages, the importance of the customer's wants, and what value really means (see p. 7 of this issue). Mr. K. Stoll, Administrator, Value Systems and Controls, Hightstown, discussed effective approaches to Value Engineering (see RCA Engineer, Vol. 13, No. 5, Feb-Mar. 1968).

Mr. G. B. Finigan, Manager, Special and Project Contracts, then spoke of the contractual aspects of Value Engineering Change Proposals.

The Value Engineering Department is currently concentrating on those Government contracts which include Value Engineering clauses. At present, there are nine such contracts.

The managers of each of these contracts have assigned a Value Engineering Coordinator to develop Value Engineering Change Proposals. They submit these proposals to Mr. F. G. Healy, Manager, Value Engineering, for review, revision and coordination with Government Services Contracting prior to submission to the Government Contracting Officer.

H. M. Gurin retires

Hank Gurin, Staff Engineer at AED retired recently after completing more than 34 years with RCA. As Staff Engineer, he handled special assignments for the Chief Engineer and also served as the Technical Publications Administrator. Prior to joining AED in 1958, Mr. Gurin was on loan to Radio Free Europe in Munich, Germany, for one year as Chief Engineer. Mr. Gurin was active in television and broadcasting for more than 25 years at NBC. During World War II, Mr. Gurin was a Laboratory Officer at the Material and Science Laboratory for the U.S. Navy. Mr. Gurin received the BSME with honors from New York University in 1936 and took advanced courses at Columbia University. He is a Fellow of the SMPTE; an Associate Fellow of the AIAA. He served as a member of the AIAA Executive Council and as Chairman of its Princeton Section. He was also Associate Editor of the AIAA Journal of Spacecraft and Rockets. Mr. Gurin is an active member of the American Association for the Advancement of Science and the Acoustical Society of America.

Past RCA men who have won the Eta Kappa Nu award with Dr. Heilmeier. From left to right, Dr. Lewin, Dr. Heilmeier, Mr. Wentworth, and Dr. Hofstein (who left RCA after he was nominated.)
Staff announcements

Consumer Electronics Division

B. S. Durant, Division Vice President and General Manager, Consumer Electronics Division has appointed J. S. Peters as Division Vice President, Consumer Electronics International Operations.

Information Systems Division

J. R. Bradburn, Executive Vice President, Information Systems has appointed J. J. Worthington, as Manager, Product Assurance, Information Systems Division.

J. R. Lenox, Division Vice President, Manufacturing and Engineering has announced the organization of Manufacturing and Engineer as follows: A. D. Beard, Chief Engineer, Engineering; H. Kleinberg, Manager, Engineering—Camden; W. R. Maclay, Manager Engineering—Marlboro; J. N. Marshall, Manager, New Product Line; H. N. Morris, Manager, Engineering, Palm Beach; R. E. Wilson, Staff Engineer; H. J. Martell, Manager, Manufacturing Operations—Marlboro; B. W. Pollard, Manager, Operations Programs—New Product Line; K. L. Snover, Manager, Manufacturing Operations—Palm Beach; R. L. Weaver, Manager Facilities and Plant Engineering.

J. R. Bradburn, Executive Vice President, Information Systems announced the appointment of J. T. Cimorelli as Division Vice President and General Manager, Memory Products Division; and J. Stefan, Division Vice President and General Manager, Magnetic Products Division.

H. P. Lemaire, Manager, Memory Products, Engineering has announced the organization of the Memory Products Engineering Activity as follows: B. P. Kane continues as Manager, Memory Systems Engineering; A. C. Knowles, Manager, Application and Design Engineering—Devices; P. D. Lawrence, Manager, Device Test Engineering; C. H. McCarthy continues as Administrator, Engineering Administration; E. A. Schwabe, Manager, New Products and Core Engineering; L. A. Wood continues as Manager, Engineering Services.

Defense Electronic Products

I. K. Kessler, Vice President, Defense Electronic Products has appointed G. D. Prestwich as Division Vice President, Defense Marketing.

S. Sternberg, Division Vice President and General Manager, Electromagnetic and Aviation Systems Division, has appointed N. A. Montone as Manager, Marketing—Van Nuss Operations.

RCA Laboratories

H. R. Lewis, Director, Materials Research Laboratory, has appointed J. J. Tietjen as Head, Semiconductor and Luminescence Research.

F. D. Rosi, Staff Vice President, Materials and Device Research has appointed L. R. Weisberg as Director, Semiconductor Device Research Laboratory.

W. M. Webster, Staff Vice President, Laboratories, has appointed T. O. Stanley as Staff Vice President, Systems Research.

Electronic Components

C. P. Smith, Manager, Conversion Tube Operations, Industrial Tube Division has announced the appointment of R. E. Simon as Manager, Advanced Technology.

L. W. Grove, Manager, Camera and Display Tube Operation, has announced the organization of the Camera and Display Tube Operation as follows: J. K. Johnson, Manager, Camera Tube Manufacturing; J. G. Kindbom, Manager, Display Tube Manufacturing; M. Petisek, Manager, Camera Tube Product Development Engineering and Applications; P. H. Vokrot, Administrator, Camera and Display Tube Administration.

R. C. Pontz, Manager, Photo and Image Tube Operation has announced the organization of the Photo and Image Tube Operation as follows: W. W. Bucher, Administrator, Photo and Image Tube Administration; H. R. Krall, Engineering Leader, Product Development; M. K. Massey, Manager, Image Tube Manufacturing; R. G. Stoudenheimer, Engineering Leader, Applications Engineering Image Tubes; K. A. Thomas, Manager, Photo Tube Manufacturing.

R. E. Simon, Manager, Advanced Technology, has announced the organization of the Advanced Technology—Conversion Tube Operations as follows: R. W. Engstrom, Manager, Advanced Optics and Systems; J. L. King, Manager, Development Shop; E. D. Savoye, Manager, Conversion Devices Laboratory.

C. E. Burnett, Division Vice President and General Manager, Solid State and Receiving Tube Division has appointed N. S. Freedman as Manager, Liquid Crystal Program.

Instructional Systems

M. H. Glauberman, Director, Instructional Systems has appointed N. N. Alperin as Manager, Software Development.

Finance

K. Kozarsky, Director, Computers and Telecommunications has appointed J. R. Sandlin as Manager, Computer Systems.

Operations Staff

Dr. J. Hillier, Executive Vice President, Research Engineering has appointed A. R. Trudel as Staff Engineer, Product Engineering.

A. Sternberg wins national award

Alexander Sternberg, senior engineer in Quality and Reliability Assurance in RCA's Microwave Devices Operations Department in Harrison, New Jersey has won the 1968-69 national award of the Electronics Division of the American Society for Quality Control. The Award was presented to Sternberg by Division Chairman P. R. Krauss at the 15th Annual Symposium on Reliability. The award is given "for outstanding service to the division and to the society over a sustained period of 15 years." Mr. Sternberg has the A.B. degree from Washington University, St. Louis and the M.A. and M.S. degrees from Rutgers University. He joined RCA in 1962 as a member of the Reliability and Quality Assurance group of the Astro-Electronics Division. Prior to that, he worked for the U.S. Army Ordnance and other electronics companies in establishing reliability programs. Mr. Sternberg has held many important posts in the American Society for Quality Control including that of Chairman of the Electronics Division. He is now a Director at Large. Mr. Sternberg is a Fellow of the ASCC and a Senior Member of the IEEE.
Professional activities
RCA Engineers instrumental in award to Philadelphia Chapter of the IEEE Reliability Group

The IEEE Philadelphia Reliability Chapter received the 1968 award for being the “Outstanding Chapter of the Year”. This award was presented during the 1969 Reliability Symposium by the IEEE National Reliability Administrative Committee.

Max Tall, Chapter Chairman for the year beginning July 1968 and Manager, RCA Defense Product Assurance, received the award on behalf of the chapter.

The chapter earned the award because of its outstanding program of activities in 1968. Mr. Bernard Tiger, Systems Assurance Consultant in DCSD and Chapter Chairman for the year ending June 1968, was instrumental in organizing much of the chapter’s activities. This included its first all-day seminar on failure analysis of microcircuits, equipment, and systems. In addition, the chapter members (many of whom are RCA engineers) were extremely active in presenting technical papers and participating in chapter as well as other IEEE activities.

A highlight of the 1969 year is the Second Annual Seminar on Failure Analysis on May 22, 1969 at the University of Pennsylvania.

Defense Communications Systems Division
J. H. Goodman has been elected to serve as Vice Chairman for the Philadelphia Section of the IEEE Group on Reliability effective June 1, 1969.

Aerospace Systems Division
P. M. Toscano has successfully completed a course in Fallout Shelter Analysis sponsored by the Department of Army.

Defense Microelectronics
M. L. Topfer was Program Chairman of Greater N.Y. Section of International Society of Hybrid Microelectronics.

Systems Engineering, Evaluation, and Research
B. Stockwell recently addressed the Polytechnic Institute of Brooklyn’s student chapter of the American Institute of Aeronautics and Astronautics. The one hour lecture on Space Systems Design followed a curriculum in Aerospace Engineering.

Astro-Electronics Division
J. Fagan was named Chairman, Mid Atlantic Chapter, Institute of Environmental Sciences Nominating Committee.

Promotions to engineering leader and manager
As reported by your Personnel Activity during the past two months. Location and new supervisor appear in parentheses.

Defense Electronic Products
C. A. Oattes: from “A” Engineer to Leader, Design & Development Engrg. (S. Schach, Parts Applications)
F. C. Shashoua: from Manager, Advanced Recording and Display to Manager, Advanced Technology Burlington Laboratory. (Camden)
D. Waywood: from Leader to Manager, Electro-Optic Techniques. (Camden)
A. Feller: from AA Engineer to Leader, Advanced Circuit Technology. (Camden)

Electromagnetic and Aviation Systems Division
R. Landau: from Prin. Mbr., Engrg. Staff, to Leader, D&D Engrg. Staff (J. L. Parsons, D&D, Van Nys)
J. G. MacKinney: from Staff Engrg. Scientist to Leader, D&D Engrg. Staff (J. L. Parsons, D&D, Van Nys)

Astro-Electronics Division
E. W. Dosio: from Ldr. Engrg. to Manager, Specialty Engrg. (E. Goldberg, Princeton)
S. M. Rayner: from Ldr. Engrg. to Manager, Specialty Engrg. (A. Garman, Princeton)

C. Staloff: from Ldr. Engrg. to Manager, Specialty Engrg. (A. Garman, Princeton)
F. J. Bingley: from Ldr. Engrg. to Manager, Specialty Engrg. (G. Barna, Princeton)
R. F. Sharp: from Ldr. Engrg. to Manager, Specialty Engrg. (E. Goldberg, Princeton)
B. M. Soloff: from Ldr. Engrg. to Manager, Specialty Engrg. (G. Barna, Princeton)
A. Sherman: from Ldr. Engrg. to Manager, Specialty Engrg. (G. Barna, Princeton)
R. J. Treadwell: from Ldr. Engrg. to Manager, Specialty Engrg. (G. Barna, Princeton)

Information Systems Division

Electronic Components

RCA Global Communications
F. X. Meyer: from Design Engrg. to Group Ldr. (E. Williamson, Mgr., Svs., N.Y.)
A. J. Falco: from Design Engrg. to Group Ldr. (J. A. Goldberg, Mgr. External Telex Engrg., N.Y.)
W. Schuhafer: from Design Engrg. to Group Leader (I. A. Cohen, Mgr., Leased Channel Engrg., N.Y.)

Licensed engineers
Frank W. Dickel, Corporate Standardizing, Cherry Hill; Penna. PE-002866E; 3/24/69.
James T. Shields, M&SR, Mrotn; New Jersey, PE-16545; 11/22/68.
John Stevens, ISD, Palm Beach, Fl.; Penna. PE-014151-E; June, 1968.

[*Astro-Electronics Division - G. Barna was technical program chairman and toastmaster for AIAA Earth Observations and Information Systems Conference-USNA, Annapolis, Md. RCA Engineer, Jun-July 1970, Vol. 16, No. 1, p. 78.]
The new Editorial Representatives are:

Mr. Donovan M. Hall, Government Service Department, RCA Service Co., will work with M. G. Piatl, TPA for the Service Company;

Mr. Sidney Weisberger, Astro-Electronics Division, will work with I. M. Seideman, TPA for AED;

Mr. A. G. Evans, Magnetic Products Division, will work with M. F. Kaminsky, TPA for Information Systems Division.


These new Editorial Representatives will be responsible for planning and processing various articles for the RCA Engineer, and will support the TPA’s in their respective divisions as required.

Mr. Hall is presently Manager of Field Support Engineering and Quality Assurance reporting to the Vice President of Operational Controls, RCA Government Services. He received training in electronics at U.S. Navy electronic schools in 1949 and attended courses in television engineering and mathematics at Compton Jr. College, Compton, California, and the University of Minnesota from 1952 thru 1954.

He was employed in power transistor research at Minneapolis-Honeywell, General Research Laboratories in 1953 and 1954. In 1955 Mr. Hall joined RCA Government Services as a Field Engineer. In 1961 he became Field Contracts Manager for RCA Government Services, managing contracts with Central GEAIA Region, Air Force Security Services and Air Defense Command of the U.S. Air Forces at Oklahoma City. In 1963 he was appointed Manager of Installation Services for Field Engineering Operations at Cherry Hill, New Jersey where he managed the planning and installation of radar systems, communications systems, and radio and television broadcast facilities for US Government and commercial customers in South East Asia, South America, Europe, Africa and Continental US.

Mr. Edwin J. Podell received the BA in Physics from Temple University in 1950. Before joining RCA in 1958, he managed technical publications groups at Philco and at American Electric Labs. On his first assignment with the Missile and Surface Radar Division, he participated in the BMESW program.

After five years his efforts were devoted to various technical proposals issued by M&S&R. Since October 1966, Mr. Podell has been assigned to publications and support engineering as a member of SEER’s Technical Operations group; he is responsible for all technical reports and proposals issued by SEER.

[Editor’s note: the biography and photograph of Mr. Weisberger were published in Vol. 13, No. 2 of the RCA Engineer; the photos and biographies of Messrs. Evans, Krager, and Sherman will be included in future issues.]

Aviation Equipment Department expands

The Aviation Equipment Department of EASD recently completed the expansion of their engineering facilities. These expanded facilities, located at 2037 Granville St., West Los Angeles, Calif., provide additional laboratory and drafting areas as well as space necessary for the planned increase in engineering personnel. Approximately 12,000 sq. ft. were added to the existing 13,000 sq. ft. to accommodate 50 additional personnel.

The need for new avionic equipment development for the general-aviation and commercial airline markets is expected to continue at an increasing rate, and the Aviation Equipment Department has been preparing to meet that demand. Scheduled releases for 1969 include new radars, transponders, distance-measuring equipments, and navigation-communication systems.

An organization chart of the present engineering department under G. A. Lucchi is given below:

|---------------------|-------------------|---------------------|----------------|------------------------|------------------------|---------|-----------|

Burlington Laboratory established

A satellite of DEP Advanced Technology Laboratories has been established at ASD in Burlington, Mass. Fred Shashoua who will manage it will report directly to Dr. James Vollmer, Manager, Advanced Technology Laboratories. Gardner Burton and Larry O’Hara will join the Burlington Laboratory asLeader and Member of Technical Staff, respectively. This group will work on injection laser technology. It is planned to add two additional leader groups by the end of June.

Awards

C. Devieux has been named Engineer of the Month of January for his work on high density magnetic tape recorders and for the analytical design of the communication system to support the Satellite Data Collection System for the Earth Resources Satellite. Dr. P. C. Murray was cited as the Engineer of the Month for February for his work in the conception of a system for the registration of high-resolution multispectral TV pictures from space.

Aerospace Systems Division

Terry J. Donofrio, Member, Radar Engineering, was selected as the Engineer of the Month for November for his work on the High Power Microelectronic Noise Jammer Program. Paul F. Minhella, Senior Member, Automatic Test Equipment Engineering was selected as the Engineer of the Month for December for his contribution to the LCS Program.

The team of L. E. Alston, W. C. Bradley, D. F. Dion, S. H. Drucker, J. R. Garvey, R. Nohelty, and G. J. Sandorfi from Advanced Systems and Technology was selected for a team award for the month of November. The team was selected for its outstanding work on the High Resolution Scan Converter Program.

The team of Burton R. Clay and Nunzio A. Luce from Advanced Systems and Technology was selected for a team award for the month of December. The team was selected for its outstanding performance on the Laser Obstacle Detector for the High-Speed Railway program.
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ACOUSTICS

ACOUSTICAL RESEARCH, The computer as a tool in—A. R. Morgan (Labs., PE-403) (reprint booklet, RCA Computer Applications, PE-412)

AIRBORNE WEATHER RADAR—G. A. Cichon (EC, Lanc) 14-2 (reprint booklet, RCA Engineering, PE-408)

AIRCRAFT INSTRUMENTS

AIRBORNE WEATHER RADAR—G. A. Cichon (EASD, Van Nuys) 14-1 (reprint booklet, RCA Engineering, PE-408)

AMPLIFICATION

AGC SPEECH AMPLIFIER—H. J. Shay (DCSD, Cam) 14-1 (reprint booklet, RCA Engineering, PE-408)


L-BAND TRF AMPLIFIER, An integral-cavity—A new concept—K. W. Uhlir (ECC, Som) 14-3 (reprint PE-405)

ANTENNAS

RETRODIRECTIVE ANTENNA SYSTEMS to support test applications of—W. Garner, D. McGiffney, (AED, Pri) 14-5 (reprint RE-14-5-16)

CHECKOUT
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AUTOMATED SYSTEM TEST, Problems of integrating a complex—F. C. Fryburg, (EC, Land) 14-2 (reprint booklet, Automated Support Systems, PE-403)

AUTOMATED TESTING—A Prologue—D. D. Dobson (ASD, Burl) 14-2 (reprint booklet, Automated Support Systems, PE-403)

AUTOMATED ELECTRO-OPTIC testing using LCS—P. Bokros (ASD, Burl) 14-2 (reprint booklet, Automated Support Systems, PE-403)

AUTOMATED PLATTER TESTER—H. P. Critton, R. L. Rudolph (ISD, Cam) 14-2 (reprint booklet, Automated Support Systems, PE-403)

AUTOMATED PRODUCTION TEST EQUIPMENT, APTE—N. A. Teixeira (ASD, Burl) 14-2 (reprint booklet, Automated Support Systems, PE-403)


USE OF POLAROID NEGATIVES—W. Aguilera (DCSD, Cam) 14-3 (reprint RE-14-3-24)

WHAT AUTOMATIC TESTING MEANS to the Engineer—B. V. Dale (GS, Cam) 14-2 (reprint RE-14-2-14)

CIRCUIT ANALYSIS

ANALYZING LINEAR CIRCUITS, NATs: an easy-to-use computer program for—D. G. Ressler (Labs., Pri) 14-3 (reprint RE-14-3-7)

CIRCUIT CONCEPT for series-1600 computers—J. W. Haney, D. Ayres (ISD, W. Palm) 14-3 (reprint RE-14-5-5)

DATA TRANSFER CIRCUIT—W. A. Heibig, W. J. Davis (EASD, Van Nuys) 14-3 (reprint RE-14-4-24)

DIGITAL MULTIPLIER—L. N. Merson (DCSD, Cam) 14-3 (reprint RE-14-3-24)

ELECTRONIC CIRCUIT ANALYSIS, Computer programming for—J. W. Pratt, J. M. Mraz (Mstrn) 14-3 (reprint booklet, RCA Computer Applications, PE-412)

FILTER NETWORK and function analysis by computer—G. P. Krohn, B. C. Lyons (EC, Cam) 14-3 (reprint booklet, RCA Computer Applications, PE-412)

RF INTERSTATE CIRCUIT DESIGN, Using a Computer In—D. R. Crosby (EC, Cam) O. J. Hanas (DCSD, Cam) 14-1 (reprint booklet, RCA Engineering, PE-408)

REFLECTIONS in lossless transmission lines, Analysis of—R. P. Singleton (ISD, W. Palm) 14-5 (reprint RE-14-5-3)
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IC PLATTERS, Computer aided design of—H. R. Beelitz, C. W. Wu (Labs., Pri) 14-5 (reprint RE-14-5-19)

IMPACT of Integrated Circuits on Electronics—T. A. Smith, (CS, Som) 14-1 (reprint booklet, RCA Engineering, PE-408)

INTEGRATED X-BAND MIXER—F. W. Broman (DCSD, W. Windsor) 14-2 (reprint RE-14-2-28)

MONOLITHIC LINEAR Integrated Circuits Yesterday, Today, and Tomorrow—M. V. Hoover (EC, Som) 14-3 (reprint booklet, RCA Engineering, PE-408)
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CIRCUITS, PACKAGED
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COMMUNICATIONS COMPONENTS
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COMPUTER APPLICATIONS

ACOUSTICAL RESEARCH, The computer as a tool in—A. R. Morgan (Labs., Pri) 14-3 (reprint booklet, RCA Computer Applications, PE-412)

A DESIGN AID to Computer Programming—A. Feller (AT, Cam) 14-3 (reprint booklet, RCA Computer Applications, PE-412)

ANALYZING LINEAR CIRCUITS, NATs: an easy-to-use computer program for—D. G. Ressler (Labs., Pri) 14-3 (reprint RE-14-3-7)


DIAGNOSTIC TOOLS, Dr. D. Gordon (CS, Cam) 14-3 (reprint booklet, RCA Computer Applications, PE-412)

DIFFERENTIAL EQUATIONS and integration of—A. J. Goerss (AED, Stockton) 14-1 (reprint booklet, RCA Computer Applications, PE-412)
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DIAGNOSTIC PROGRAMS for Video­comp Phototypesetters—G. W. Mayman (GSD, Dayton) 14-5 (reprint RE-14-S-9)
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